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Abstract 
We present a system to allow blind people to stand in line 
in public spaces by using an off-the-shelf smartphone only. 
The technologies to navigate blind pedestrians in public 
spaces are rapidly improving, but tasks which require to 
understand surrounding people’s behavior are still diffi-
cult to assist. Standing in line at shops, stations, and other 
crowded places is one of such tasks. Therefore, we devel-
oped a system to detect and notify the distance to a person 
in front continuously by using a smartphone with a RGB 
camera and an infrared depth sensor. The system alerts 
three levels of distance via vibration patterns to allow users 
to start/stop moving forward to the right position at the right 
timing. To evaluate the effectiveness of the system, we per-
formed a study with six blind people. We observed that the 
system enables blind participants to stand in line success-
fully, while also gaining more confidence. 
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Visual impairment; orientation and mobility; assistive tech-
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Figure 2: Policy of vibration 
emission. 

Introduction 
Standing in line is a challenging task for blind people as it 
requires an accurate perception not only of the distance to 
the person in front, but also of the timing and the direction 
that the line is moving. Still, it is a very important activity to 
participate in society: standing in line is required in public 
transportation and services, shops, cafes, among many 
other examples. Despite the prominence of research and 
solutions for navigation assistance, most efforts focus on 
turn-by-turn guidance or awareness of surrounding Points-
of-Interest [5, 9, 17, 20] – both relying on static maps – or 
obstacle avoidance [4, 8, 10, 15, 21, 11]. However, standing 
in line requires a greater understanding of other people’s 
behaviour, which is not supported by current solutions. 

We present a system that enables blind people to stand 
in line in public spaces, using an off-the-shelf smartphone 
to detect and notify the distance to the person in front of 
the user. An iPhone 11 Pro is used to capture real-time 
depth data via a built-in infrared depth sensor (Figure 1) 
in addition to a standard RGB camera. The system uses 
RGB images for detecting pedestrians and the depth data 
to estimate distances. According to the sensing results, it 
provides three types of vibration alerts (Figure 2). Based 
on these alerts, blind users standing in line can stop when 
a person is within close distance, and sense movement to 
move forward to the right position and at the right timing. 

To evaluate the effectiveness of our system, we performed 
a study with six blind users. We observed that the proposed 
system enabled participants to sense the line movement 
and to stand in line effectively by themselves. Moreover, 
participants felt more confident and comfortable to stand in 
line by themselves after the experiment. Based on our find-
ings and user feedback, we discuss requirements to make 
the system practical and applicable for other use cases. 

Related Work 
Computer vision-based assistive technologies such as Or-
Cam 1, Seeing AI2, and Envision3 are becoming increas-
ingly popular among blind people. These systems are able 
to recognize printed letters, registered faces, and selected 
objects. However, they cannot recognize social context and 
as a consequence are not capable of assisting blind people 
to seamlessly participate in challenging social activities in 
public spaces, such as queuing. Other solutions are trying 
to make use of off-the-shelf smartphones to recognize ob-
stacles in real-time – for instance using the Project Tango 
and smartphones with an infrared depth sensor [13, 8] – 
but the social context is also not addressed. Computer vi-
sion has been used to convey social behaviors to robots, 
including to stand in line [6, 14, 18]. Despite the prior work 
on robot navigation for blind people [12, 7], we found none 
capable of assisting blind people standing in line. 

Proposed System 
We developed a smartphone-based system that can detect 
surrounding people and inform about the distance to the 
closest person (Figure 1). This system intends to comple-
ment blind users’ orientation and mobility skills in a social 
context, allowing them to stand in lines by themselves. 

We used an off-the-shelf smartphone, iPhone 11 Pro4, 
which is equipped with RGB image sensors and an infrared 
depth sensor. The system first detects pedestrians from the 
RGB streams by using a vision-based object recognition 
engine, YOLOv3-tiny [16], which recognizes "human" as an 
object type. Then, it automatically lists all bounding boxes 
and selects the largest one as the target. The distance is 

1https://www.orcam.com/ 
2https://www.microsoft.com/en-us/ai/seeing-ai 
3https://www.letsenvision.com/ 
4https://www.apple.com/iphone-11-pro/ 

https://4https://www.apple.com/iphone-11-pro
https://3https://www.letsenvision.com
https://2https://www.microsoft.com/en-us/ai/seeing-ai
https://1https://www.orcam.com
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estimated as the depth data at the target central position 
(Figure 1). All these estimation steps were done at about 
2–3fps. We checked that the system could estimate the dis-
tance between 0.2 m and 6 m with reasonable accuracy. 

To convey distance information, we rely on vibration alerts 
as audio could be less effective in noisy, crowded environ-
ments [2]. The system emits three types of vibration alerts: 

1. A Signal to stop indicates that a person is standing 
within 50 cm and that the user should stop moving. We 
used a long vibration alert (pulse duration (PD): 0.5 s 
and inter-pulse interval (IPI): 0.25 s) (Figure 2(1)). 

2. A Signal to move forward indicates that a person is 
standing in front of the user, at a distance longer than 
50 cm. The signal is used to recommend the user to 
step forward and uses a two-pulse vibration. (Figure 2(2)). 

3. An Obstacle signal indicates an imminent risk of colli-
sion with any obstacle (pedestrian, desk, wall, etc.) lo-
cated within 50 cm. We used a short vibration alert (the 
PD and the IPI: 0.1 s) as the signal (Figure 2(3)). 

The absence of vibration indicates that the user lost the 
target person. In that case, users should scan the environ-
ment with their phone in order to find them. We set the vi-
bration threshold to 50cm, because the distance of personal 
space while standing in line is around 40–80 cm [14] and 
users held the smartphone in front of them. 

User Evaluation 
To evaluate the effectiveness of our system, we performed 
a user study with 6 blind people (Table 1). 

Tasks and Conditions 
All tasks started with 5 people in line. The blind participants 
were asked to follow a line with four sighted people (extras) 

in front of them (Figure 3). They were asked to stand in line 
and proceed until reaching the desk reception (the goal). 
A researcher signaled for the extra standing in the first po-
sition to leave the line after 30, 60, or 90 seconds. Waiting 
times were randomized per extra and per trial. Each par-
ticipant held the smartphone with one hand and used their 
white-cane on the other hand. We stopped the task if the 
participant overtook the person in front (Extra 1 – referred 
as target person – in Figure 3). We designed two types of 
organized straight lines: in C1, four extras moved one by 
one. In C2, two extras in consecutive positions (randomly 
from 1 to 4 – Figure 3) left the line together. C2 was de-
signed to evaluate response to irregular line movement. In 
order to simulate a crowded public space, we played ambi-
ent noise recorded at a shopping mall at 60 dB [19]. 

Procedure 
We performed a pre-questionnaire where we asked par-
ticipants about their prior experiences and challenges of 
standing in lines. We also asked them to rate a set of state-
ments (Q1–Q5 in Figure 6) using 7-point Likert items (from 
1: strongly disagree to 7: strongly agree). A training ses-
sion of 10–15 minutes was then given to participants. 

Then, participants performed six trials where they stood in 
line using our system until reaching the reception desk. The 
order of the line conditions was randomized for each partic-
ipant (three C1, three C2). After the trials, participants were 
asked a set of questions for their confidence and comfort-
ableness (Q1–Q5), the System Usability Scale (SUS) [3], 
and open-ended questions to gather qualitative feedback. 

Metrics 
In order to better understand how the line moved, we con-
sidered both timing and position. For timing, we measured 
the reaction time, which is the duration between the move-
ment of an extra and the movement of the following extra 



ID 
Age Gender 

Demographic info 
Eyesight Navigation Aid 

Reaction Time 
(seconds) 

SUS Scor
(Grade) 

e 

P1 
P2 
P3 
P4 
P5 
P6 

22 
33 
33 
22 
24 
23 

Male 
Female 
Female 

Male 
Male 
Male 

Blind Cane 
Blind Cane 
Blind Cane 
Blind Cane 
Blind Cane 
Blind Cane 

2.97 ± 0.68 
6.73 ± 5.48 
4.39 ± 2.25 
3.50 ± 1.38 
2.43 ± 0.30 
2.18 ± 0.50 

77.5 

37.5 
80 

87.5 

97.5 

90 

(B+) 
F 

(A-) 
(A+) 
(A+) 
(A+) 

Average (Mean ± SD) 3.55 ± 2.66 78.3 ± 21.3 (B+) 

Table 1: Participants’ demographic information, their reaction time, and values for SUS scores. 

or blind participant. We then compared the reaction time of 
the blind participants and of the sighted extras. For position, 
we defined seven positions around a target person as the 
stop positions of a participant (Figure 4). Ideally, the partic-
ipant stops right after (Back ) the Target, but a slight devia-
tion to either side is also acceptable (Back Left or Right). 

Results 
Past Experiences and Opinions about Standing in Line 
Participants reported standing in line in various situations, 
such as counters at stores, cafes, and airports, at a bus 
stop, and getting on the subway. Most participants reported 
trying to cope with standing in lines by using echolocation 
or their intuition with ambient sounds (P1, P2, and P6), ask-
ing people in line for help (P3), or touching clothes of the 
person in front (P5). P4 does not stand in line by himself. 

Despite their strategies to stand in lines, all participants 
reported occasions where they did not realize the line was 
moving or bumped into a person in front of them: A1: “In 
noisy places such as shopping centers and stations, it is 
hard for me to recognize when the line was moving. Even 

Back Back Right
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Left Right
Target
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Front Right
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10

1 5

6

m0.5

Target

Extra 2

Figure 4: The distribution of 
positions where blind participants 
stopped. 

if I noticed the line movement, I can’t sense the distance 
to the person in front.” (P6); and A2: “Lines are not always 
straight. For example, when I stand in a serpentine line, it is 
difficult to determine the direction I should walk.” (P1). 

Overall Performance 
Figure 4 shows the distribution of positions where partic-
ipants stopped after line movement. Overall, participants 
managed to stop just behind the target person (84.4%, 
108 out of 128). We also noted that each blind participant 
tended to shift to a specific side during the tasks. The suc-
cess rate to stop at the right position is 94.5% (121 out of 
128) if considering slight deviations to the side. The task 
success rate for C1 and C2 tasks was 75% (18 out of 24), 
because we stopped a trial after one failure. Specifically, 
P3 and P2 overtook the target person two and four times, 
respectively. Figure 5 shows an example of a failure case. 
When the user shifted aside and lost the target person, the 
user tried to scan around to find the target person (Fig-
ure 5(1)). However, the system detected another person 
before detecting the target person (Figure 5(2)). As a result, 
the system recommended the user to move forward, even 
though the target person was standing on the users’ left. 

Table 1 reports the reaction time for each participant. The 
mean (M) reaction time was 3.55 seconds (SD: 2.66 sec.) 
for blind participants and 1.23 sec. (SD: 0.40 sec.) for the 
target person, significantly different by using Welch T-Test 
(p < 0.001, 95% CI: 0.95~1.49). 

Subjective Ratings 
Figure 6 shows the questionnaire results, where most par-
ticipants felt more confident and comfortable to stand in line 
after the experiment (with the system) than before (without 
the system). In Q1–Q4, all participants except P3 in Q3 in-
creased their scores after the experiment. Four participants 
(P2–P5) also increased the score of Q5. Table 1 reports the 

https://0.95~1.49
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SUS scores [1] for each participant. The mean SUS score 
was 78.3 (SD: 21.3), which can be classified as “accept-
able”. P2 was the only participant with a lower score, mainly 
due to difficulties to hold the smartphone. 

Qualitative feedback 
Participants generally agreed that the system allowed users 
to start/stop moving forward at the right timing, as illustrated 
by their comments: A3: “The biggest advantage of the sys-
tem is that I could easily recognize the movement of a step 
forward from the person in front.” (P1); A4: “By using the 
system, I could decide when and how far I should move for-
ward.” (P4); and A5: “The system provides the distance 
information, so it can reduce risks of collisions.” (P2). 

Some participants provided positive feedback on our smartphone-
based interface: A6: “The system is implemented on the 
smartphone. It is a strong advantage of the system be-
cause I don’t have to carry extra devices.” ; and A7: “The 
system was simple and easy to use.” (P4). In contrast, P2 
commented that keeping the position of the system while 
waiting in line was difficult due to the large and heavy sys-
tem: A8: “This smartphone is big and heavy, so it was diffi-
cult for me to hold the smartphone stably.”. 

The vibration alerts received positive feedback overall: A9: 
“I could distinguish vibration patterns easily. I like tactile 
feedback more than audio because tactile-based alerts do 
not block ambient sounds.” (P2). Still, P3 suggested to use 
sound-based alerts rather than vibration: A10: “It was a 
little difficult to distinguish between the three types of vibra-
tion. I think that using audio cues can be a good idea.” 

When asked for suggestions, two users mentioned that the 
system should provide more detailed distance information 
or the direction information toward the target person: A11: 
“When I lost the target person, I had to search him by my-

self while changing the direction of the system. I want to 
know which direction the target person stands before I lose 
the target person.” (P4); and A12: “I would be happy if I 
can be aware of more detailed distance information. So, it 
can be a good option to change the pulse duration continu-
ously to encode distance information.” (P1). 

As another concern about our system, P2–P4 and P6 pointed 
out that they feel uncomfortable to point a smartphone to 
other people: A13: “My concern is that others may be 
wondering why I’m pointing the smartphone at people.” 
(P3); and A14: “To turn the touch screen to other people 
may seem strange to surrounding people.” (P6). 

Discussion 
All participants commented that they face difficulties to 
stand in line in their daily lives at subways, stores, cafes, 
and other public places even with their white cane and 
echolocation skills. In spite of such reality, the system suc-
cessfully enabled participants to stand in line until reaching 
the desk independently. The system received 78.3 SUS 
mean score (B+, Acceptable), and all participants increased 
most of their scores for confidence and comfortableness 
(Q1 – Q5). The reaction time was significantly slower than 
that of sighted extras, so more studies are required to eval-
uate the acceptability of this latency in real-world situation. 
As for the appropriateness of the position, participants 
walked straight (Figure 4) in most cases. The task suc-
cess rate for the organized line task was 75% and failure 
cases only happened for P1 and P2. Overall, these results 
indicate the potential of our approach, but also it suggests 
there is a large room for improvement. 

The cause of all task failures was positioning, due to miss-
tracking of the target person due to shifting aside. In order 
to observe shifting in harder situations, we briefly tested two 
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Figure 6: Likert items and a summary of the answers before/after the experiment. 

more conditions (with all participants): 1) a non-organized 
straight line where extras stood in line within 1.5 m in width 
while carrying a suitcase, using a smartphone, or talking 
with others (Figure 7(a)); and 2) a serpentine line where 
extras would turn right to make a U-turn in the middle of 
the line (Figure 7(b)). All participants could finish the non-
organized straight line without overtaking the target person. 
Also, all participants except P1 finished the serpentine line. 
As shown in Figure 7(c), P1 followed a wrong person who 
stood in front of the target person. A potential solution for 
improving target tracking is to identify a specific person as 
this would avoid recognizing and following the wrong per-
son. This feature would also help assisting the user search-
ing for the target after shifting aside and providing additional 
guidance. In addition, a greater understanding of the whole 
line could potentially assist users walking into a new line. 

One limitation we found was the ergonomics of holding a 
smartphone during the task. While 5 out of 6 participants 
gave high SUS scores (77.5 – 97.5), P2 rated the system 
as “not acceptable” (37.5) mostly due to her difficulty to 
hold the smartphone despite trying a few variations of grip-
ping and holding. As smartphones with advanced sensors 
are becoming larger and heavier, other alternatives should 

be investigated to ensure the applicability of solutions that 
rely on off-the-shelf smartphones. This is even more rele-
vant if we consider that participants shared their concerns 
about the social acceptance of pointing a smartphone to 
another person. While this concern is shared with other 
vision-based technologies on smartphones, the close dis-
tance to the target person may amplify acceptability issues. 
Alternative design options, such as using a neck-strap to 
hold the smartphone at the chest-level may be more suc-
cessful in seamlessly blending in the social context and re-
duce "social friction". In addition, activities that raise social 
awareness to the importance of vision-based technologies 
for blind people can help increasing their acceptability. 

Conclusion 
We presented a smartphone-based system that assists 
blind people to stand in lines. The system uses a built-in 
RGB camera and infrared camera of an off-the-shelf smart-
phone to estimate the distance to a person in front of the 
user. Based on the distance information provided by vibra-
tion alerts, blind users can stop or start moving forward to 
the right position at the right timing. We performed a study 
with six blind users, and results showed that our system al-
lowed blind participants to stand in line successfully with 
increased confidence. We see a great potential to improve 
the independence of blind pedestrians in stand-in-line sit-
uations by making use of the sensing capabilities and pro-
cessing power of off-the-shelf smartphones. However, fur-
ther research is needed in order to improve target tracking 
and provide alternative designs that improve the acceptabil-
ity of such approach in realistic, public scenarios. 
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