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Figure 1: Field trials were conducted usingAI Suitcase, an autonomous navigation robot designed for blind and visually impaired
individuals: a) pilot study at a commercial complex; b) permanent daily operation at a science museum; and c) testing an
outdoor model.

Abstract
Despite the advances made in assistive technologies for people
with visual impairments, challenges remain in unfamiliar public
spaces such as shopping malls, museums, and transit hubs. First-
time visitors often face difficulties in navigating these environments
independently, so they seek both safety and ease. To address this
issue, we developed AI Suitcase, a navigation robot that resembles
a conventional suitcase. By holding its handle, users are guided
safely to their destinations while receiving real-time information
about their surroundings, promoting mobility and independence
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for individuals with visual impairments. This paper presents the re-
sults of field trials from a pilot study in a commercial complex, daily
operations at a museum, and an outdoor pilot test, involving more
than 2,200 participants, a quarter of whom are visually impaired.
Positive feedback and interest in using navigational robots in daily
life suggest the potential of this technology. The challenges encoun-
tered during these trials, which are crucial for practical deployment,
are also discussed.
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1 Introduction
Activities such as shopping, going to school or cultural institutions,
and using public transit hubs or other public places are crucial
parts of our social life. Blind and visually impaired individuals
(BVIs) face difficulties in navigating these environments due to the
challenges of acquiring information on obstacles, corners/turning
points, pedestrians, and signs, as well as other visual information
at these public places. An important aspect of mobility for sighted
individuals is enjoying urban environments, such as spontaneously
stopping at shops they come across. However, these basic activities
can be challenging for BVIs.

Historically, various methods have been developed to support
mobility. Among them, white canes stand out as the most widely
used, enabling users to detect walls, obstacles, and landmarks.While
navigating familiar routes becomes possible, visiting unknown
places with only a cane is challenging. Guide dogs are trained to
avoid obstacles and indicate turns, but they do not understand
destinations, requiring their human partners to make directional
decisions. Nevertheless, despite their limitations, white canes and
guide dogs have long supported the mobility of BVIs.

In recent years, numerous navigation systems for BVIs have been
proposed, using a variety of technologies such as smartphones [3,
15, 17], audio augmented reality [7, 23], smartcanes [10, 21], and
autonomous mobile robots [6, 18, 22]. Notably, navigation robots,
including guide dog robots, have the significant advantage of en-
abling BVIs to simply follow and reach a designated destination
autonomously [6, 18, 22]. Users can move with ease and less cog-
nitive load compared with existing methods. Many such concepts
have been proposed, but most remain at the research stage, with
few advancing to prototype testing [19].

Our team has also developed a navigation robot, AI Suitcase,
designed to emulate the form of a conventional suitcase. This robot
allows BVI users to interactively select their destinations and then
guides them there autonomously and safely. This project began
in 2017 at Carnegie Mellon University with a prototype called
CaBot [5, 20], and after several improvements, it has evolved to
its current form. We have applied AI Suitcase as a platform for
research in advanced navigation and social acceptance [8, 9, 11]. In
addition, we have conducted a series of field trials to evaluate its
effectiveness in assisting BVI individuals in real-life settings.

This paper describes AI Suitcase and its field trials. We focus
on three key trials: a pilot study in a commercial complex, daily
operation at a museum, and an outdoor pilot test. These trials
involved around 2,200 participants as of September 30, 2024, a
quarter of whom were visually impaired. Finally, we discuss critical
challenges of implementing navigation robots like AI Suitcase.

2 AI Suitcase
The development of AI Suitcase began with the aim of creating a
navigation robot that could be socially implemented while leverag-
ing the advantages of robots. The reason for its suitcase-like shape
is primarily due to its ergonomically refined design, which makes it
easier to walk with. When the robot is pushed forward, it naturally
encounters obstacles like corners or downward stairs in front of the
user, which increases the user’s safety. In addition, someone walk-
ing through the city with a suitcase is a common sight, allowing the
user to blend seamlessly into the urban environment. Consequently,
the concept of a suitcase-shaped navigation robot incorporating
recognition, control, and drive systems was envisioned.

One of the key challenges in making robots practical is ensuring
that they can be naturally integrated into the user’s daily life. Our
design prioritizes enhancing user convenience and social accep-
tance without compromising functionality. For example, instead of
incorporating complex and costly mechanisms to overcome steps,
we adopted a suitcase-shaped device that allows users to lift the
robot over obstacles when necessary, just as they would with a reg-
ular suitcase. This approach strengthens the interaction between
the user and the robot, supporting comfortable mobility while pro-
moting independence.

The design principles of AI suitcase are as follows.
(1) Ensuring user trust: It achieves trustworthy safety by ef-

fectively avoiding obstacles and pedestrians, thanks to its
numerous sensors and ample computing power.

(2) Allowing users to enjoy it: The robot strives to enhance
the user’s experience by providing information about the
surrounding environment.

(3) Seamlessly blending into urban environments: Modeled af-
ter a suitcase, the robot’s design allows BVI pedestrians to
smoothly blend into urban settings.

(4) Simplified operation: The robot features intuitive operation
methods via hearing and touch senses, making it easy to use
even with minimal training.

(5) Prioritizing user comfort: Ergonomically sound, the carry-on
suitcase shape enables users to interact with it in a natural
posture without experiencing stress.

(6) Adhering to social norms: The robot is programmed to ad-
here to social rules, such as queueing appropriately instead
of cutting into line.

(7) User assistance when needed: The design principle involves
users assisting the robot with tasks it cannot perform, such
as overcoming steps.

2.1 Examples of Implementation
Several models of the AI Suitcase have been developed1. Figure 2
shows the basic system of the indoor model developed in 2022 and
the outdoor model in 2023. The main body utilizes a commercially
available suitcase of a size suitable for carry-on luggage on a plane.
We selected a product that is four-wheeled and can be reinforced
internally with frames. The most significant visible differentiation
in its conversion from the original suitcase to the robot’s body

1IROS 2022 Plenary Talk 2: Chieko Asakawa – Navigation Robot for the Visually
Impaired, https://youtu.be/dNE7XuNGXk0
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Figure 2: AI Suitcase’s Architecture (Indoor Model and Outdoor Model)

would be the sensors mounted on its top. The weights of the indoor
and outdoor models are around 15 kg and 30 kg, respectively.

2.2 Interaction with AI Suitcase
Users interact with the robot through its customized handle, and
their smartphones connect wirelessly to the robot’s system. A touch
sensor located under the handle activates the movement mecha-
nism, which ensures that the robot only moves when the handle
is touched. Consequently, releasing the handle stops the robot,
preventing uncontrolled movement and providing intuitive control.

Additionally, there are vibration-based notification devices at
three locations: the top and both lateral sides of the handle. Early
experiments in development revealed that users felt uneasy when
the navigation robot suddenly made turns while guiding them[5].
Therefore, a mechanism that provides prior notification through
vibrations at the sides before making a turn was introduced. Be-
fore starting and stopping, notifications are also provided through
vibrations by the top device.

A smartphone is used for interaction such as destination selection
and verbal guidance. We use smartphones because they have been
widely adopted among BVIs, which allows the users to start using
the interface without training. On the initial screen, the top menus
offer options for “Start Conversation” for conversational destination
selection via speech, and “Select Destination,” which leads to the
selection menu screen through standard app operation. The third
menu, labeled “Select Tour,” indicates that the robot will guide a
user to a sequence of destinations, such as a series of exhibits at a
museum.

3 Field Trials
Field trials were conducted at various public places, involving more
than 2,200 participants, approximately a quarter of whom were
visually impaired. At the beginning of all field trials, we informed
the participants that the primary purpose of the experiment was
to collect feedback on their experience with AI Suitcase and that
the feedback obtained would be used for future research and de-
velopment. These field trials are described in the supplementary

materials. In this section, we overview the results of a pilot study
conducted in a commercial complex, daily operations at a museum,
and an outdoor pilot test.

3.1 Indoor Pilot Study at Commercial Complex
3.1.1 Overview. The Nihonbashi Muromachi area features large
commercial facilities located along a 300-meter-long underground
passage. This underground passage is a complex environment with
sections owned and managed by different entities, including sub-
way operators, building owners, and the national government. This
fragmented ownership structure necessitated obtaining separate
permissions for each section to conduct the trial. Obtaining per-
mission required addressing key safety and privacy concerns. To
ensure safety, an engineer had to accompany the experimental ro-
bot at all times. Furthermore, video recording was prohibited in
certain areas with high pedestrian traffic or commercial activity
to protect the privacy of individuals. Despite these challenges, we
successfully obtained the necessary permissions and conducted the
trial in this dynamic underground environment.

The trial area covers 31, 360𝑚2 across five commercial facilities,
and it encompasses 150 stores. Between September and October
2022, each field trial was conducted by allowing free selection of
stores for navigation lasting between 30 minutes and an hour. A
total of 38 BVIs participated, with 6 in a preliminary experiment
and 32 in the main trial2. In the main trial, the participants’ ages
ranged from their 20s to their 70s, with a gender distribution of 20
females and 12 males. Among them, 28 participants were classified
as legally blind under Japanese standards [13].

3.1.2 Results. Post-trial surveys reveal significantly higher favor-
able responses in six main indicators: preference for future use,
confidence in not getting lost, feeling safe, confidence in mobility,
lack of stress, and enjoyment in comparison to navigation meth-
ods using smartphones [13]. Comments included positive feedback
such as “It felt very easy as I just had to follow it,” “I expected to get
lost more, but it was smoother than I thought,” “I felt a sense of accom-
plishment and liberation from not having to carry a white cane,” and
2AI Suitcase Experiment at Nihonbashi Muromachi, https://youtu.be/KU1x1Vv0Fgg
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“I was thrilled to walk long distances and experience window shopping.”
These results confirm that our system achieved various design goals
such as ergonomics, short training time, and enjoyment as listed in
Sec.2.

By comparison with the users’ perspectives on guide dogs, com-
ments received included “Following it was easier than with a guide
dog because it required no special care” and “It’s easier to manage.”
On the other hand, users volunteered criticisms such as “It stops too
much when pedestrians are present, while guide dogs make quicker
decisions” and “Guide dogs can navigate steps.” The concern regard-
ing steps highlights an aspect that had been intentionally simplified
in the design.

One of our goals is to provide information about the surrounding
environment, such as shops and various establishments, to enable
BVI users to enjoy urban environments. To achieve this, we created
static information of the PoIs (points of interests) at trial fields
based on web data. However, there were demands from users that
such information could not satisfy. For example, users expressed
a need for real-time information such as “want to know products
currently on sale” or “want to know seasonally limited products.” In
addition, there was a need for handling searches based on specific
product types, such as “want to buy handkerchiefs,” that could not
be adequately completed through web searches alone.

Suggestions for improvement included the desire for smoother
movement, since abrupt starts and stops were occasionally expe-
rienced. Consequently, these issues have been addressed in sub-
sequent improvements to the software. Challenges with the time-
consuming elevator boarding and exiting were also raised, but
these involve technological complexities with door sensing and
recognizing human movements, requiring ongoing research and
development.

No accident leading to the suspension of a trial was reported.
However, there were near-accidents, such as instances where par-
ticipants nearly bumped into passersby who were walking nearby
at high speed without noticing the participants’ presence. Avoiding
pedestrians who approach quickly without being aware of the robot
remains a significant, if not impossible, challenge. There were also
moments when the robot nearly collided with glass doors, signs, or
tables, highlighting limitations in the LiDAR technology. Data on
these instances continue to inform ongoing software improvements.
An accompanying engineer always followed behind the robot and
the user with a laptop, ensuring the user’s safety during these near-
accident situations. These engineers also provided timely support
for technical troubleshooting when necessary.

3.2 Daily Operation at a Science Museum
3.2.1 Overview. Miraikan, also known as The National Museum
of Emerging Science and Innovation, is Japan’s premier science
center, with exhibition floors spanning 11,000𝑚2 within a seven-
story building that occupies 40,000𝑚2. After joining the AI Suitcase
Consortium in 2021, we conducted a series of short-term trials and
worked to improve the robot’s hardware and software for safety
and robustness. Following two and a half years of enhancements,
Miraikan officially launched permanent daily operations on April
18, 2024. This deployment aims to allow both blind and visually
impaired (BVI) visitors, as well as sighted visitors, to experience AI

Suitcase, with its vision becoming a tool for fostering inclusivity
in future urban environments. One key objective is to familiarize
sighted visitors with the robot, its operations, and its safety, helping
to reduce psychological barriers associated with autonomous as-
sistive navigation robots. Enhancing social acceptance is essential
for successful societal implementation. Currently, there is still a
lack of understanding of autonomous robots equipped with vari-
ous sensors that navigate independently through crowded public
spaces. By building a track record of daily operations and provid-
ing opportunities for sighted visitors to experience autonomous
navigation robots firsthand, this initiative aims to help improve the
social acceptance of such systems.

As visitors moved through the museum, they received audio
explanations providing an overview of upcoming exhibits, allow-
ing them to explore the museum while considering the content of
the exhibits. The robot also provided detailed explanations for se-
lected accessible (touchable) exhibits. Figure 3 shows an example of
reading text for the hands-on models of a human fetus at different
developmental stages, from a fertilized egg to about 32 weeks.

For daily operation, we developed a smartphone application that
allows museum staff, who may lack technical expertise, to operate
the robot without needing the assistance of researchers or engi-
neers. The application’s main functions include starting/stopping
AI Suitcase, monitoring the system and device status, setting and
verifying destinations and tours, reviewing the audio being heard
by users, and uploading both robot and application logs with staff
comments when problems occur. As a result, compared to the field
study in Sec. 3.1, the system became much more robust and easy
to operate, allowing non-technical staff to support it instead of
depending on an engineer to continuously check the system.

3.2.2 Process of the AI Suitcase Experience. Figure 4–a shows floor
maps of the museum. Visitors first check in at the AI Suitcase
Station located on the third floor, which serves as both the starting
and finishing point for the AI Suitcase experience. Visitors can
choose from two tours: (1) Predefined Tour (Planetary Crisis
Tour): This tour provides an experience of the “Planetary Crisis”
exhibit, which opened in 2023 and features a theater and interactive
displays that allow visitors to experience rising global temperatures
and CO2 emissions from various countries. This tour is suitable for
participants with visual impairments who wish to experience the
science museum. The tour takes approximately 25 to 40 minutes.
(2) Free Choice Tour: This tour allows participants to choose
and explore about three exhibits from all of the exhibits in the
permanent exhibition area (3rd and 5th floors). This is suitable for
participants who already have a desire to see specific exhibits or
who are primarily interested in experiencing navigation with the
AI Suitcase. The tour takes approximately 15 to 20 minutes.

3.2.3 Results. From its launch on April 18, 2024, to September 30,
2024, 1,288 people experienced AI Suitcase. Of these, approximately
one fourth were estimated to be visually impaired. Table 1 shows
the results of the questionnaire survey conducted up to June 30. The
number of responses does not match the number of participants
because some groups experienced the tour together and submitted
a single questionnaire. “Visually impaired” refers to the number of
respondents who explicitly stated they have a visual impairment,
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Figure 3: Example explanation for hands-on models of a human fetus at different developmental stages

Figure 4: Route Maps for Trials at the Science Museum (Miraikan)

Table 1: Subjective Ratings for Daily Operation

Q1: Overall Experience Q2: Perception of Reliability and Safety in AI Suitcase Navigation

Very
Dissatisfied

Dis-
satisfied Neutral Satisfied Very

Satisfied
Very Unsafe
and Anxious

Unsafe and
Anxious Neutral Safe and

Reliable
Very Safe
and Reliable Total

BVIs (total) 0 (0%) 4 (4%) 11 (12%) 32 (36%) 42 (47%) 0 (0%) 6 (7%) 19 (21%) 36 (40%) 28 (31%) 89
(age: ~20s) 0 (0%) 0 (0%) 2 (10%) 7 (33%) 12 (57%) 0 (0%) 0 (0%) 2 (10%) 10 (48%) 9 (43%) 21
(age: 30~50s) 0 (0%) 1 (3%) 3 (9%) 11 (31%) 20 (57%) 0 (0%) 4 (11%) 8 (23%) 15 (43%) 8 (23%) 35
(age: 60s~) 0 (0%) 3 (9%) 6 (18%) 14 (42%) 10 (30%) 0 (0%) 2 (6%) 9 (27%) 11 (33%) 11 (33%) 33

Sighted (total) 2 (1%) 1 (0%) 11 (5%) 77 (32%) 146 (62%) 0 (0%) 12 (5%) 38 (16%) 127 (54%) 60 (25%) 237
(age: ~20s) 1 (1%) 0 (0%) 3 (3%) 25 (23%) 79 (73%) 0 (0%) 3 (3%) 20 (19%) 52 (48%) 33 (31%) 108
(age: 30~50s) 1 (1%) 1 (1%) 7 (6%) 48 (42%) 58 (50%) 0 (0%) 7 (6%) 16 (14%) 69 (60%) 23 (20%) 115
(age: 60s~) 0 (0%) 0 (0%) 1 (7%) 4 (29%) 9 (64%) 0 (0%) 2 (14%) 2 (14%) 6 (43%) 4 (29%) 14

including total blindness or low vision. “Sighted” refers to all other
respondents (including those who wear contact lenses or glasses).

For visually impaired participants, Q1 in Table 1 shows that 83%
responded that they were “very satisfied” or “satisfied.” Those who
expressed satisfaction appreciated the freedom to choose exhibits
and navigate independently. Many expressed their desire for AI

Suitcase to be “put to practical use as soon as possible.” Other com-
ments were as follows: “I was able to visit the exhibits in the order I
wanted, at my own pace. When I go with friends, sometimes I have
to compromise if they’re not interested in the exhibits I want to see,
but with the robot, I could spend as much time as I liked” and “It
was good to have the next exhibit explained to me while moving be-
cause I could anticipate what was coming. I was able to walk while
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thinking more deeply.” Among the reasons for “dissatisfied” or “very
dissatisfied” responses, those that could be addressed technically
include “I felt uneasy because no notification was given when the
suitcase stopped.” In crowded situations, such as on weekends, the
robot often stopped to avoid collisions with other pedestrians. This
was a frequently mentioned concern, especially when the holdups
occurred frequently.

Q2 in Table 1 shows that 71% of visually impaired participants
responded that they felt “safe and secure” or “very safe and secure.”
On the other hand, the main reason for those who felt danger or
anxiety was “It stops in crowded places. There is a lot of acceleration
and deceleration.” This opinion was also expressed by those who
felt safe and secure. It is necessary to improve operation in crowded
situations and ensure the ability to provide information when the
robot stops.

For sighted participants, Q1 in Table 1 shows that 94% responded
that they were “very satisfied” or “satisfied.” They appreciated the
freedom offered by AI Suitcase, similar to visually impaired par-
ticipants. Additionally, they praised the system’s convenience and
ease of use. For Q2, 79% of sighted participants reported feeling
“safe and secure” or “very safe and secure.” Those who felt safe and
secure provided comments such as “The operation was simple” and
“Even in crowds, it can stop or avoid people, so I was able to walk with
peace of mind.”

3.3 Outdoor Testing
3.3.1 Overview. While it has become possible to operate the robot
indoors on a daily basis, outdoor environments present greater
challenges that have yet to be fully overcome. Outdoor surfaces
are often uneven, and there are fewer walls available for LiDAR
localization compared to indoor settings. To cross streets, the robot
must navigate slopes and curbs that are not present indoors, and
factors such as dust can also pose additional difficulties. Further-
more, the distance the robot needs to cover outdoors is likely to be
significantly greater than in indoor environments.

Therefore, we developed an outdoor model of AI Suitcase with
large wheels (Fig. 2) and tested the robot on the park path between
the museum and the nearest train station in collaboration with the
TokyoMetropolitan Government and the railway company. We also
consulted the local police department to ensure that the robot’s op-
eration complies with legal regulations. Due to its features—such as
not functioning unless the user is holding the handle—the robot was
classified as a "mobility aid," similar to an electric wheelchair. Ob-
taining such confirmation is especially important when conducting
trials in outdoor environments.

The route was a 400-meter-long path with a zebra crossing at a
two-lane road without a traffic signal (Fig. 4–b). The route in the
first session in January 2023 was only outdoors, while the route
in the second session in September included indoor-to-outdoor
(museum to the park) and outdoor-to-elevator (park to the train
station) transitions. Twenty BVI participants joined the January
session, and fourteen joined the September session.

3.3.2 Results. We measured the System Usability Scale (SUS) [1]
in the September session. The average score of 14 participants was
83.2, which can be interpreted as “acceptable” in acceptability, “B”
in the grade scale, and “Excellent” in the adjective ratings. The

lowest score was 64 and the highest was 100. We also asked about
feelings of safety and comfortableness in stepping onto and off
curbs, crossing streets at zebra crossings, getting in and out of
elevators, and avoiding obstacles, pedestrians, and various objects.
The worst scores involved negotiating curbs and zebra crossings
(averages: 3.5 and 3.4).

Despite its large wheels (20 cm in diameter), the ability of the
robot to overcome even a 3-cm curb rise was unstable, and it some-
times failed to surmount the curb, requiring the surrounding people
to help the robot. If the robot speeds up to make the movement
smoother, the shock when the robot reached the curb made the
user uncomfortable. Through these experiments, we improved the
algorithm and map to make the movement smoother during the
trial period, but still the behavior was sometimes unstable. On the
other hand, the basic obstacle and pedestrian avoidance system, as
well as the vibration signal on the handle, worked well, similar to
performance in the indoor environment, with an average score of
4.5 to 4.7.

4 Toward Practical Deployment
AI Suitcase received consistently high evaluations throughout these
trials, with many participants expressing a desire for its commercial-
ization. We also realized the need to overcome various challenges
through the field trials. This section overviews these challenges
and discusses future directions.

4.1 Cooperation with Facility Owners
Gaining the cooperation of all facility ownerswas crucial, regardless
of the location. Setting up routes that posed no issues, contacting
each tenant, and ensuring smooth execution were essential steps. In
large areas, there were often multiple owners, and it was necessary
to allocate sufficient preparation time to secure approvals from all
of them. Additionally, for outdoor trials, it was necessary to obtain
permissions from local governments and police. Since new mobility
solutions for accessibility often fall into gray areas under existing
laws, such efforts are unavoidable.

4.2 Crowded Situations
As experienced in the trials at the museum (Sec. 3.2.3), current ro-
botics technology faces significant challenges in navigating reliably
in environments crowded with pedestrians [12]. The basic strat-
egy involves making safety-conscious temporary stops; however,
these stops can impede traffic and cause anxiety among nearby
pedestrians, as we experienced at the museum (Sec. 3.2.3). Francis
et al. [4] classified the challenges of developing autonomous mobile
robots in human-populated environments and proposed guidelines
to evaluate social navigation. This direction will require extensive
research and development activities, as well as data collection and
trials on pedestrian movements in various real fields.

4.3 Real-world Information
The static information provided was insufficient for both the pilot
study at the commercial complex and daily operation at themuseum.
Users expressed a desire for real-time updates about their surround-
ings. To bridge this disparity, future technological advances will
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be essential. For instance, innovative technologies like Vision Lan-
guage Models [14] can be applied to interactively furnish crucial
information to BVI users. These models can integrate data recog-
nized by sensors and information sourced from the web, permitting
a more comprehensive understanding of the surroundings.

4.4 Outdoor Navigation
As mentioned in Sec. 3.3.2, users have expressed concern about the
robot’s capability to navigate over curbs during outdoor operations.
The current outdoor navigation model attempts to address this
by equipping the robot with larger wheels (Fig. 2). Although we
used wheels of about 20 cm in diameter, challenges still arose with
the instability and impact experienced when crossing curbs that
were only about 3 cm high. Furthermore, the outdoor environment
presented unique challenges not typically found indoors, such as
surfaces with different degrees of friction, tile edges, manholes, and
ironmeshes. Technical improvements are necessary to ensure stable
navigation over such commonly found urban sidewalk obstacles.

4.5 Unobtrusive Freedom
BVI individuals inevitably stand out in public spaces because they
need to carry a white cane or walk with a guide dog. This unavoid-
able visibility, with BVIs having no choice in the matter, was termed
"loss of obscurity" by Thomas Carroll in his 1961 book [2], as one
of the 20 losses experienced by visually impaired individuals along-
side the loss of sight. This lack of choice in being conspicuous has
long been recognized as an uncomfortable reality and a persistent
challenge to BVI individuals. That is why one of the aims of the
suitcase-shaped design is to allow users to navigate public spaces
without standing out, offering a real choice for those who wish to
blend in (Sec. 2).

However, a segment of the participants, especially those who
joined the trial at a commercial complex (Sec. 3.1.2), expressed
discomfort with being unobtrusive. They felt more comfortable and
safer by standing out as blind persons using a white cane or guide
dog to alert surrounding people to their presence.

This aligns with the principle espoused by Japanese traffic law,
which mandates that a solo BVI person in public spaces use a white
cane or a guide dog3. We encourage people to use a white cane
even while employing the robot, in compliance with traffic laws.
Particularly in Japan, the BVI community adheres to the common
understanding that being visible in public spaces is essential. This
requirement raises contradictory views within the community and
thus necessitates discussion, not only among those in the BVI com-
munity but also with the general public and other stakeholders,
such as organizations supporting the BVI and public agencies re-
sponsible for traffic safety.

For AI Suitcase, accommodating both perspectives is crucial. One
idea is to attach a “sign” to the robot indicating that a blind person
is walking with it. However, the true question we need to address
is “Should blind people be visible in public spaces to be safe,
even with advanced robotics technology?”With a navigation
robot, the user can avoid obstacles and pedestrians and never miss
the destination. While it is not impossible to imagine situations
where the user and robot require support from surrounding people,
3Japanese Road Traffic Act, Article 14.1

such as getting stuck at a curb, these instances are dramatically
rarer compared to using traditional navigation methods like white
canes or guide dogs.We anticipate that as this new technology gains
popularity and begins to earn the trust of the blind community,
it will prompt changes in societal rules, including government
regulations.

4.6 Infrastructural Support
Elevators are a common feature in the urban environment, not
just indoors but also as part of the transitional architecture from
outdoor to indoor spaces, such as underground entrances. In fact,
some of our trial routes involved elevators (e.g., Fig.4), and the robot
was able to successfully navigate users into an elevator car and
out again. However, it lacked the capability to call an elevator and
select a destination floor. Users were asked to locate elevator buttons
approximately 1.5 meters ahead and press the appropriate button
for their intended direction, a task that proved to be challenging and
occasionally necessitated assistance from experimenters. For real-
world application, the robot should possess the ability to control
elevators without requiring user intervention. In Japan, standards
for indoor autonomous service robots to operate elevator cars are
being discussed, and trials are already underway [16]. Implementing
such infrastructure would significantly enhance the usability of the
robot.

4.7 Limitations
This paper focuses on user experiences with a specific autonomous
navigation robot, AI Suitcase, and thus its findings may not be
directly applicable to other types of navigation robots. Most of our
field experiments were conducted in Japan.We also carried out three
field trials in the U.S.—at Carnegie Mellon University, Pittsburgh
International Airport, and a hotel in Anaheim, California, during a
conference. However, the number of participants was significantly
larger in Japan.

5 Conclusion
This paper outlined the field trials of AI Suitcase, a navigation robot
designed for the blind and visually impaired, and it scrutinized the
hurdles facing its broad acceptance. It began by presenting the AI
Suitcase concept and the basic technologies that drive the robot.
Drawing from our three field trials, we discussed the challenges
that come with introducing navigation robots to public spaces. The
technical challenges also highlight potential areas of study for the
research community, including enhancing real-world information
processing, ensuring stable operation in crowded scenarios, and
navigating through outdoor environments.

Our field trials garnered attention from many media channels,
such as newspapers and popular television shows. The feedback
from the blind and visually impaired community, along with that
from the general public and policymakers, has been significantly
positive. Encouraged by these outcomes, a larger field trial at the
Osaka-Kansai Expo 2025 is planned. We hope that this paper will
contribute to improving the social acceptance of robots and accel-
erate their social implementation.
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