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Fig. 1. Two functionalities of ChitChatGuide. (A) The system assists PVI in planning a tour to a destination 
of interest through conversational interaction. (B) A tailored description of POIs is also generated depending 
on the user’s interests or requests.

To enable people with visual impairments (PVI) to explore shopping malls, it is important to provide information 
for selecting destinations and obtaining information based on the individual’s interests. We achieved this 
through conversational interaction by integrating a large language model (LLM) with a navigation system. 
ChitChatGuide allows users to plan a tour through contextual conversations, receive personalized descriptions 
of surroundings based on transit time, and make inquiries during navigation. We conducted a study in a 
shopping mall with 11 PVI, and the results reveal that the system allowed them to explore the facility with
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increased enjoyment. The LLM-based conversational interaction, by understanding vague and context-based
questions, enabled the participants to explore unfamiliar environments effectively. The personalized and
in-situ information generated by the LLM was both useful and enjoyable. Considering the limitations we
identified, we discuss the criteria for integrating LLMs into navigation systems to enhance the exploration
experiences of PVI.
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topics→ People with disabilities.
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1 Introduction
People often visit shopping malls without a specific purpose like finding a particular item at a
specific store, and they enjoy casually exploring places that interest them, known as recreational
window-shopping [17, 78]. People with visual impairments (PVI) often find it challenging to
enjoy this exploration experience in shopping malls [41, 63, 73]. They must often rely on friends,
family, or sighted passersby for information and directions [28, 56]. However, many PVI prefer
independence, and assistance is not always available [7, 28, 56]. Enabling PVI to explore shopping
malls more independently, with less reliance on others, directly enhances their social participation
and improves their quality of life [41]. While many systems assist the mobility of PVI with turn-by-
turn navigation [4, 60, 67, 83], few address exploration of unfamiliar indoor places like shopping
malls. Effective exploration requires both mobility and an understanding of surroundings [38]. This
research focuses on the latter, assuming the use of mobility assistance [47] (e.g., navigation robots)
and envisioning its integration in these types of systems.

To create opportunities for exploration, previous works [38, 43] proposed twomajor requirements
for providing surrounding information. First, it is important to improve the autonomy of PVI, i.e.,
the ability to select destinations independently at one’s own pace, based on their knowledge
and interests [43]. Previous works suggest that overviews and precise spatial information are
crucial for wayfinding decisions and active exploration [6, 22, 38]. Existing navigation systems for
public buildings (e.g., shopping malls [69] and train stations [45]) use methods such as offering
a list of store names from which to select destinations [45, 69] or allowing users to speak to the
system that can detect specific words [69]. However, the main drawbacks of these systems are
their passive nature and lack of flexibility. PVI have preferred conversational agents for actively
understanding surroundings [31], suggesting that conversational interaction may better support
exploration by actively providing overviews and recommending routes based on user interests.
Second, it is essential to enable PVI to grasp surrounding points of interest (POIs) based on their
preferences while navigating [38]. POI information could provide PVI with an enjoyable experience
in public spaces such as a shopping mall [69] or an art museum [7]. Existing systems provide POI
information when passing nearby [15, 34], but they deliver only predetermined information, which
may be unnecessary or lack expected details in exploratory settings to fully meet user needs [1, 33].
Previous works highlighted the need for systems that provide flexible POI information based
on user needs, emphasizing the potential of conversational interfaces that process and output
contextual information [1, 31, 62]. These works demonstrate the need for technologies that permit
exploration through versatile conversational interaction, thus supporting varied information needs.
However, the actual design and impact of such interaction have never been examined. Based on
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these considerations, we present our initial research question: How can we design conversational
interaction to provide information flexibly to PVI who want to independently explore shopping malls?
To answer this question, we hypothesized that integrating large language models (LLMs) into

an assistance system for PVI could enrich the exploration experience. For the first requirement,
LLMs may identify destinations of interest by flexibly interacting with PVI, demonstrating a deep
understanding of conversation context [9, 82]. For the second requirement, LLMs may understand
user preferences and create engaging and personalized sentences in various formats [9, 30]. These
features can be enabled by prompting LLMs with information that traditional navigation systems
have access to (e.g., map information, localization results, and information on each POI) along with
requests from users (e.g., inquiries about stores in the facility or preferences for how each POI
should be explained). The integration with LLMs can provide complex, versatile, and contextual
conversational interaction between users and systems [75], thus offering personalized information
to each PVI. These characteristics motivated us to design LLM-based conversational interaction
and examine its use in a real shopping mall.

We developed ChitChatGuide, a system that assists users in exploring surroundings while navigat-
ing. We implemented two conversational functionalities to assist the exploration of PVI: planning
tours and generating POI descriptions (Fig. 1). The system is designed to support users in selecting
tours, i.e., routes that help PVI explore a facility, based on their interests (Fig. 1–A). It provides
interactive conversational interaction to enable users to understand an abstract of the facility by
asking for an overview of each floor or recommendations for stores or inquiring about specific store
details, assisting them in gaining autonomy. While navigating, the system describes the facility by
generating descriptions whose lengths are adjusted based on the estimated transit time between
POIs, thus allowing users to continuously receive information without an inefficient use of time
(Fig. 1–B). Furthermore, users can request ChitChatGuide to provide specific information or exclude
unnecessary information, allowing it to tailor the information. As the system describes nearby
POIs, users may ask questions about them to gain in-depth knowledge not covered by the POI
description.
We conducted a user study at a public shopping mall with 11 visually impaired participants

during regular business hours. They used the proposed system and a baseline system (Sec. 5.1),
which is an existing navigation system that provides destination selection through a list of stores
and concise descriptions of them while navigating. We employed an unstructured user study, which
asked participants to freely select a route and then navigate it while interacting with the system to
explore the facility. Through this study, we obtained the following findings:

• Most participants were able to engage in shopping mall exploration with increased enjoy-
ment by planning their tour and listening to flexible POI descriptions using ChitChatGuide.
Participants’ comments highlighted the system’s potential to motivate visually impaired
shopping mall visitors to visit unknown stores and possibly purchase an item.

• For tour planning, the LLM’s natural, contextual conversations helped users explore unfamil-
iar facilities effectively, especially those without specific destinations, because the system
understood vague and context-based questions.

• The LLM’s ability to generate personalized POI descriptions based on user preferences and
location provided enjoyable, in-situ navigation information. Moreover, its Q&A handling
conveniently responded to additional user requests.

• To enhance conversational interaction for exploration, we revealed three criteria for inte-
grating an LLM in a navigation system for PVI: the balance of attractiveness and length of
descriptions, trust in LLMs by PVI, and the requirement for the depth of information provided
to LLMs.
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2 Related Work
2.1 Wayfinding and Exploration in Indoor Navigation
To support PVI in unfamiliar indoor environments, navigation systems focus on both wayfinding
(planning and following a route) and safe navigation (avoiding obstacles) [44, 47, 54], but wayfinding
remains challenging [83]. Effective systems include localization and user interfaces for information
and inputs [69, 83]. Localization methods (e.g., Bluetooth Low Energy (BLE) beacons [37, 45, 69],
radio frequency Identification (RFID) tags [5, 29, 61], and visual features [48, 79]) on static route
maps allow turn-by-turn navigation to destinations [4, 67, 69, 83].
While turn-by-turn navigation effectively guides users, recent research emphasizes the impor-

tance of exploration in unfamiliar environments [12, 38], which is crucial for spatial learning [20, 22],
cognitive development and brain health [25, 46, 53], independence [24, 32], and decision-making
agency [19, 21]. Facilitating exploration involves providing surrounding information [38, 74].
Current systems, encompassing portable devices (e.g., smartphones [18, 45, 66, 69] and wear-
ables [37, 50]) as well as navigation robots (e.g., suitcase-shaped [34, 42, 43], wheeled [51, 81], and
quadruped robots [76, 77, 81]) offer basic POI information through accessible user interfaces like
VoiceOver, which permits basic autonomy [43, 69].

However, fixed information often contains undesired information [15, 69] and thus hinders active
learning and environmental comprehension [26, 38]. Supporting active exploration, especially in
large indoor areas like shopping malls [12, 31], remains challenging. Jain et al. [38] proposed general
design implications for potential navigation systems to enable exploration, including fostering
active engagement, supporting individual variations, and facilitating in-situ exploration. Vincenzi
et al. [74] further illustrated the need for collaborative technologies. PVI prefer controllable “push”
and “pull” interactions [12], receiving feedback on-demand [38], filtering information [33], and
having conversational interaction to improve their exploration experience [40, 74].

2.2 Conversational Interaction for PVI
While inclusive designs like VoiceOver on accessible user interfaces [4, 18, 45, 69] have enabled
PVI to receive information, conversational systems are gaining attention for their engaging [23, 31]
and hands-free interaction, allowing users to interact on the go [2, 11, 13, 55, 64, 69]. Simple
conversational interaction has been used in navigation assistance to specify destinations [13, 55, 64,
69], access traffic information [55], and perceive surrounding objects [64] through voice input and
predetermined commands. For instance, NavCog3 [69] used Watson Assistant API [8] to recognize
specific words corresponding to stores (e.g., “coffee” ).

However, simple voice input and output may not suffice for flexible conversational interaction in
exploration scenarios. The results of previous investigations highlight the need for human-like
questions and answering (Q&A) models in contextual scene conversations [14, 31], which is still
lacking in current voice-based assistants such as Siri or Alexa [23]. In web browsing, Pucci et
al.[62] argued that conversational interfaces should support both exploration and direct queries.
Abdolrahmani et al.[1] emphasized that conversations should offer transactional features to support
practical goals, such as planning navigation among POIs [23]. These interactions should also provide
flexible, personalized experiences while addressing privacy concerns and customizing information
formats to individual needs [1, 11, 31, 62].

Nevertheless, these design implications stem from stakeholder discussions based on past experi-
ences. It remains unclear how such systems perform in real-world scenarios. We present the design
and implementation of a conversational interface in a shopping mall, investigating its advantages
and future directions in providing assistance to explore information-rich, large indoor spaces.
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2.3 Large Language Models
LLMs [82] generate text based on training with vast amounts of text data. They respond naturally
to user inputs, called prompts, and leverage their knowledge from the training data. Expressing
the desired output within the prompt can enhance performance on new tasks, known as few-shot
learning [16, 35]. Research shows that LLMs excel in downstream tasks like text summarization [80]
and text classification [71]. Their use in interactive systems has been explored for scientific writ-
ing [9] and controlling graphical user interfaces via conversational input [75]. However, LLMs’
ability to access and manipulate knowledge is limited. Thus, Retrieval Augmented Generation
(RAG) methods, which collaborate with external memory (e.g., Wikipedia), have been developed to
access more recent information [49].

LLMs show their advantages in versatility and generalization [75], which can be used to achieve
the design considerations of the conversational interaction described in Section 2.2. First, LLMs can
easily achieve human-level natural conversations in various tasks [1, 23]. Second, unlike traditional
agents, which struggle with context and inferring from previous interactions [52], LLMs can provide
contextual conversations through prompt engineering [16, 68]. Third, traditional conversational
agents need users to switch the ways of expressing questions [52], but LLMs can comprehend
various languages and expressions, including slang [72]. Moreover, LLM-generated responses can
be tailored to individual user preferences [27].

However, the feasibility of using LLM-powered conversational interaction for navigation, specif-
ically wayfinding and exploration, has not been investigated. We explore how such a system can
enhance exploration by PVI compared to existing navigation systems.

3 System Design of ChitChatGuide
We designed ChitChatGuide to facilitate two tasks in exploratory navigation: tour planning and
perceiving POI description. The purpose of the system is to assist users in shopping mall walkways
in exploring the facility by enabling them to grasp the existence and characteristics of stores of
their interests. We define situations where PVI lack a specific cue (such as a store name) to narrow
down their destination in a shopping mall as shopping mall exploration. We do not concentrate on
scenarios where they have clear destinations in mind before commencing exploration because they
can utilize existing navigation systems to reach those specific destinations (Sec. 2.1). We anticipate
a setting where users are aided by assistants such as autonomous navigation robots for PVI, which
guide them to their destination. We designed ChitChatGuide based on investigative works that
proposed implications for designing conversational interaction to enhance exploration as follows.

3.1 Tour Planning
Allowing PVI to independently select destinations at their own pace, according to their understand-
ing and preferences (i.e., autonomy), is important for exploratory navigation for PVI [43]. Prior
investigative works in exploration highlighted needs for enabling PVI’s exploration experience
through versatile conversational interaction and support varied needs when acquiring informa-
tion [1, 31, 38, 40]. In this task, we utilize LLM-based conversational interaction to allow users to set
a tour to navigate, that meets their interest through iterative conversations. To do so, we provide the
system with a static route map, a database used for navigation, and the localization result of users.
The system first provides users with a general overview of the facility, serving as a catalyst for them
to ask questions and identify stores that pique their interest [12, 70]. Utilizing the POI information
in the map and the location of users, the system dynamically summarizes the surroundings and the
building (e.g., “Our shopping mall offers a wide variety of stores. The facility has various stores selling
daily necessities, food, bread, and jewelry on the first floor. On the second floor, there are...” ). This is
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achieved through LLMs’ robust capability to comprehend and summarize given prompt data [80].
Users can interact with the system through iterative conversations using free-form speech input,
which is more flexible than the system based on fixed conversational scenarios [11, 13, 55, 64, 69].
To facilitate users in easily deciding on a tour, the system guides the conversation by responding
to vague questions or requests from users and suggesting several stores to narrow down through
multiple rallies. This aligns with the expectations of PVI regarding conversational interaction [52].
Then, users can select tours to navigate from one of the two types of routes:
(1) Single Destination Route Users could select a store in the facility that meets their interest
during the conversation with the system. Once the store of interest is set through the conversation,
the system calculates the shortest route.
(2) Predefined Route Users who have no knowledge of the environment and want to explore the
facility could request the system to navigate based on the predefined route. Users could select a
route that navigates all around the floor, enabling the system to describe all stores on that floor. Since
providing information about surrounding POI while walking helps PVI locate stores of interest [1],
we anticipated that users would be able to find a store of interest by following a predefined route
and listening to POI descriptions of stores along the way. The route for each floor is determined
manually prior to the navigation.

3.2 Perceiving POI Description
In exploration settings, grasping the POIs in the surrounding environment is indeed the most
important task. The limitation of previous systems was that they only provided fixed descriptions of
POIs (Sec. 2.1). In a content-rich environment such as a shopping mall, PVI often desire continuous
access to detailed information without the need to ask specific questions. Fixed descriptions, such
as the name, direction, and type of surrounding facilities, do not suffice in meeting this need [12].
Thus, we designed the system to adjust the amount of information that an LLM generates based
on the estimated time users travel on the route. Also, as preferred information may vary by
individual [1, 12, 33, 69, 70], we designed the system to personalize the provided information. Users
could request to read out specific types of POIs or to read out specific information for each POI. For
example, if users say, “I do not need a description of the existence of elevator,” the system removes
elevators from the next POI description. Another example is “Always include an explanation of
recommended products.” As a result, the LLM generates descriptions of each POI whose length and
contents are both adjusted. This would allow the system to customize the information provided to
users, depending on their preferences or situation.

It is also important to make information that was not described in the POI description accessible
for users [12, 70]. Thus, we designed the system to allow users to ask questions about the facilities
of interest at any time. When users want to ask questions to gain more knowledge of the facility,
users can stop and start questioning the system (e.g., “What are business hours of the ABC cafe?” ).
The system answers the question by referring to the database of the facility.

4 Implementation
Fig. 2 illustrates the components of our system, ChitChatGuide. We implemented the system on a
smartphone (iPhone 11 Pro, Fig. 2–C). This app uses the framework called Human-scale Localization
Platform (HULOP) [36]. We note that even though it is developed as an iPhone app, it is possible to
integrate ChitChatGuide into other navigation devices. HULOP uses BLE beacons (Fig. 2–A) for
localization [57] and a map server (Fig. 2–D) for planning routes and providing store information.
The LLM used for the implementation is GPT-4 model [58] which is provided by OpenAI1 (Fig. 2–E).

1Fig. 2– 4 use OpenAI’s logo, following the guidelines at https://openai.com/brand/. The logo belongs to OpenAI.
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Fig. 2. The components of ChitChatGuide. A) BLE beacons are implemented at the shopping mall for
localization. B) and C) Users manipulate our system installed on an iPhone 11 Pro. D) Map Server contains
the information of the mall and plans a route. E) For each functionality, the system communicates with the
GPT-4 model on an LLM server.

We customized LLMs through prompting. Examples of prompts and store information provided to
the LLM are shown in our supplementary materials (Sec. A). While all instructions via prompting to
LLM were done in English, as the research was conducted in a non-English country, we instructed
the LLM to respond in the native language.

We used a double tap with two fingers for initiating/ending speech input to the system (Fig. 2–B).
This gesture is used by VoiceOver, a screen reading software on iOS, to initiate/end speech input,
preventing users from triggering the conversation by accidentally tapping the screen.

4.1 Map Server and Localization
We prepared a map server to provide the system with map information (Fig. 2–D). The server
contains the locations and topological connections of POIs. Each store has an identifier index (ID)
number and a long description presented as a list, which includes the descriptive store’s concept,
several recommended items, business hours, and other basic information (e.g., phone number and
the number of seats). Additionally, there’s a short description formatted as a list, briefly highlighting
a store’s concise concept, a single recommended item, and its category. The information on each
POI was mainly sourced from the official website of the experimental facility. Experimenters also
added information they could obtain in the field, such as temporary recommended items. To ensure
correctness, in this study, we prepared the information manually without utilizing RAG. We used
BLE beacons placed in the building for localization in the map (Fig. 2–A) [57]. The system calculates
users’ speed at 0.1-second intervals using localization results and the distance traveled over the
past 10 seconds. If the speed exceeds (or falls below) 0.25 m/s for 10 consecutive intervals, the
system determines that users are walking (or standing still).

4.2 Planning a Tour
We show the overview of planning a tour in Fig. 3. When the system is initiated, the system
describes the facility (Fig. 3–A). We realize this by providing the LLM with a list of names, a short
description, and the floor of each POI from the map server as a prompt, and giving it an instruction
to summarize the content by 𝛼 words (a prompt example: Sec. A.1). In this study, 𝛼 = 300.
The system allows users to select a destination or a predefined route, through conversational

interaction (Fig. 3–B). To do so, we provide the LLM with the same information used for summa-
rization, ID numbers of each POI, the floor where users are located, and names of three stores
located near users. We also provide predefined route information in the format of a list of names, ID
numbers, and a short description of each route. We prepared four predefined routes, each navigating
one entire floor. A prompt example is shown in Sec. A.2.
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Fig. 3. The overview of the process of planning a tour. A) The system first reads out a summarization
description of the facility. B) Users tell what they want to do to select their tours. C) The LLM generates the
response in JSON format. D) If the “ID” key is not “none,” the system confirms whether to set it as a tour. E)
The system plans a route by using the map server.

We instruct the LLM to give a response in JSON format, which contains two keys, “response” and
“ID” (Fig. 3–C, Sec. A.1, and Sec. A.2). The value in the “response” key contains the LLM’s response
to user input, such as a store recommendation or confirmation of users’ desired action, to be read
by the system using text-to-speech. The “ID” key contains the ID number of the desired POI or
predefined route. Initially, its value is set to “none” until users select a tour. When users express
interest in a specific POI or predefined route, such as saying “I want to go to that store,” or “I want
to walk a tour on the first floor,” the LLM provides the ID number of the chosen store or predefined
route (Fig. 5). Once users specify the tour and the LLM returns a value in the “ID” key, the system
asks for confirmation from users by saying, “Would you like to go to XX?” (Fig. 3–D). Consequently,
users can double tap the screen with a single finger to confirm the tour. Finally, the system plans a
route to the destination or to the start point of the predefined route in the map server (Fig. 3–E).

4.3 Generating POI Description
4.3.1 Classification of Users Intent. After confirming the tour, the system always asks users if they
have any preference for how the description is generated (Fig. 4). Users could make a speech input
if they desire to make a request (Fig. 4–A) or skip this phase if they do not have any requests. The
spoken content can be either a request to read/filter out specific POIs (e.g., “Only explain restaurants,”
or “I do not need a description of toilets.” ) or a request for how each POI is described (e.g., “Tell me
a recommended item for each store.” ). We determine the type of request users make by using the
LLM as a classifier (Fig. 4–B and Sec. A.3). We prompt the LLM to classify spoken content by users
based on POI information including the name, the floor location, and the short description. The
LLM outputs the result of the classification in JSON format, which contains a “type” key. The value
of this key is “filtering” in case of a request to read/filter out specific POIs, or “content” in case of
a request for how each POI is described. If the key is “filtering” (“content”), the spoken content
is appended to “Filtering (Content) List”, which is used in Sec. 4.3.2 (Sec. 4.3.3). To make the LLM
robustly classify, we use the few-shot prompting method. If the spoken preference is requested
for how each POI should be described, the spoken content is used for the generation of a POI
description, which is described in the following Sec. 4.3.3. The abovementioned algorithm can also
be employed when users want to interact with the system while navigating. Users could stop at any
time to initiate speech input and ask questions about POIs or make additional requests based on
previous descriptions. In such case, we instruct the LLM to classify three intents: a question about a
specific POI , a request to read/filter out specific POIs, and a request for how each POI is described
(a prompt example: Sec. A.6). Based on the classification result, the system answers the question
(Sec. 4.3.4), refines the list of POIs (Sec. 4.3.2), or generates updated POI descriptions (Sec. 4.3.3).
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Fig. 4. The overview of the process of generating POI description. A) Users can make a speech input if they
have any preference for POI descriptions. B) The system classifies the spoken text according to the type
of request. C) The system determines whether each POI should be explained. D) The system generates
personalized POI descriptions, with their lengths adjusted based on transit time.

4.3.2 POI Filtering Functionality. If the spoken preference by users is a request to read/filter out
a specific POI, the system determines which POI should be described (Fig. 4–C). We utilize the
LLM to identify POIs along the route that align with user requests. Specifically, we provide the
LLM with the name and a short description without its category of each POI, with user requests
(“Filtering List” described in Sec. 4.3.1), and instruct the LLM to determine whether each POI should
be described (a prompt example: Sec. A.4). If the LLM classifies the POI as not to be described, the
system excludes the POI from being described along the route.

4.3.3 POI Description Generation. To generate descriptions, the system considers two factors: user
preferences and the duration of the spoken description (Fig. 4–D). To consider the first factor,
we provide the LLM with the name, direction (i.e., left or right from users), and long description
of each store along with the preference of users (“Content List” described in Sec. 4.3.1). For the
second factor, we specify the number of words the LLM generates. Let us denote the speed of
the text-to-speech engine as 𝑆𝑇𝑇𝑆 [words/second], the distance between each store on the planned
route as 𝑑 [meters], and users’ walking speed as𝑉 [meters/second]. To calculate the length 𝐿 of the
spoken description, we use the equation, 𝐿 =

𝑆𝑇𝑇𝑆 (𝛽𝑑 )
𝑉

, 𝛽 is a constant representing the percentage
of the distance the system speaks while walking between each POI. 𝑆𝑇𝑇𝑆 is a number of words per
second converted from the speed of text-to-speech. The speed can be adjusted by users according to
their preference. We set constant 𝛽 = 0.7, to provide some margin between each description of POI.
When providing the LLM with a number of words, we instruct the LLM to generate a description
of POI within 0.8𝐿 words to 1.2𝐿 words. We chose to specify the word length as an interval as this
approach yielded stable results, rather than using a single, fixed word count. As a result, the LLM
generates a description for each store that takes into account transit time and personal preferences
(a prompt example: Sec. A.5). Of the POIs on the route, the description of the first POI is read out
when users begin walking (Sec. 4.1), and the descriptions of subsequent POIs are read out each
time users pass a previous POI.

4.3.4 Questions and Answering During Navigation. While navigating, users could stop and ask
questions about POIs being read out. To do so, we provide the LLM with each POI’s name and short
description in the order they are read out, along with the name and long description currently
being read out. Users can inquire about the system, and the LLM returns the answer referring to
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Fig. 5. Floor map of shopping mall and predefined routes

the given prompt (a prompt example: Sec. A.7). The system can answer questions such as “What
is the recommended item in the store you just described?” since we feed the LLM with information
about which POI was being read.

4.4 Real-time Voice Feedback Using LLM
We developed an algorithm that offers real-time voice feedback from the response of the LLM,
which typically doesn’t instantly produce complete responses. To achieve this, we utilize OpenAI’s
API that makes LLMs return tokens, a unit of character LLMs use, as soon as they are generated. Our
system accumulates chunks of response as a partial response. Once the system receives punctuation
marks, like commas or periods, it reads aloud the segment of text from the last point it read
out (initially set at the start of the sentence) up to the punctuation mark. While the TTS engine
is vocalizing this segment, the system continues to receive chunks from the LLM, allowing the
next segment to be read aloud immediately after the current one is completed, enabling real-time
voice output of the LLM responses. Note that vocalizing each chunk with the TTS engine will
collapse the pronunciation of each individual word. We also implemented an algorithm to realize
the abovementioned algorithm even though the response was in JSON format.

5 User Study
To investigate the impact of ChitChatGuide and expand the understanding of using LLMs for PVI,
we performed an in-the-wild study in a public shopping mall with 11 visually impaired participants
who are legally blind (three females and eight males, 46.9 years old on average in Tab. 1). As shown
in Fig. 5, the user study was conducted at a shopping mall building (COREDO Muromachi 32),
which has four floors (B1–3F) with 29 stores. This user study was approved by the university’s IRB,
and informed consent was obtained from every participant.

5.1 Baseline System
To understand the differences between the proposed system and existing systems, we used Inclusive
Navi [3] as a baseline, which is a navigation system for PVI publicly available in the experimental
location. Users can set a destination in Inclusive Navi by selecting a store name from a list using
VoiceOver, the built-in screen reader on iOS, which is the primary method of destination selection
for users. Due to the data handling constraints at the facility, we were unable to use the functionality
of selecting a destination with voice input. When a destination is selected, the system plans a route
to the destination. While navigating, the system provides directions and store names (e.g., “On
your right, there is ABC cafe.” ) as they pass by, with voice feedback. Inclusive Navi is designed
particularly for navigating users to specified destinations, so navigation instructions (e.g., “Go
2https://mitsui-shopping-park.com/urban/muromachi/
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straight.” ) are also provided. The instructions were excluded from Inclusive Navi to ensure that the
type of feedback aligns with that provided by the proposed system while navigating.

5.2 Task and Procedure
We first explained the purpose of the study and conducted a 30 minute interview asking about their
demographic information, including the number of visits to the shopping mall and whether they
had used Inclusive Navi (Tab. 1), and their experience in exploring unfamiliar facilities (Sec. 6.4.1).
We then conducted a 30 minute training session on the baseline system and the proposed system
in a space prepared for training. During the training, they adjusted the speed of the screen reader
of the baseline system, and the speed of text-to-speech of the proposed system resulting in 𝑆𝑇𝑇𝑆 .
Then, all participants were asked to use the baseline system and then the proposed system to
conduct the main task. As the main task, they were asked to freely navigate and explore the facility
using systems for a specified time (10 minutes and 30 minutes for the baseline system and the
proposed system, respectively). Until the specified time elapsed, participants repeated selecting a
tour using conversational interaction for the proposed system or VoiceOver for the baseline system
and walking to the end of the tour while listening to POIs in the surrounding environment. Due
to constraints on facility usage, each participant was allocated 40 minutes to conduct the main
task. To obtain as many opinions and findings about the proposed system as possible, we designed
the task so that participants use the proposed system longer than the baseline system. As the
functionalities of the baseline system are simple, we considered that ten minutes of usage would be
sufficient for participants to understand the system’s functionality and compare it with the proposed
system. The baseline condition was conducted first to ensure both conditions were completed in
a limited time. Due to a scheduling issue, P11 was given 7 minutes for the baseline system and
15 minutes for the proposed system. Throughout the study, an experimenter guided participants
along a route planned by the system (the walking speed was assumed as 𝑉 = 0.7 meters/second).
After completing the main tasks, participants took a post-questionnaire. We asked the participants
to answer a set of questions using a seven-point Likert scale (rating from 1: strongly disagree, 4:
neutral, and 7: strongly agree), which is reported in Fig. 7. We also asked open-ended questions
about reasons for their rating of the questions, the advantages and issues of our system for each
functionality, their strategies for exploring the shopping mall, and suggestions for improvement
(Sec. 6.4.2–Sec. 6.4.5). The whole study was recorded with a video camera and audio recorder. All
participants were compensated with $25 per hour.

6 Result
6.1 System Performance of ChitChatGuide
6.1.1 Planning the Tour. We report the accuracy of the system’s response to participant questions
during the tour planning phase. Participants asked 143 questions, with the system providing 106
correct responses. Fourteen incorrect responses were due to speech recognition errors, which
participants identified and asked again. Among other questions, 30 were general exploration
questions (e.g., “What is on this floor?” or “What is around me?” ) with 93.3% correct responses, 51
were category-specific (e.g., “I want to go to the second floor’s cafe,” or “Any places to eat?” ) with
72.5% correct responses, and 48 questions were specific inquiries (e.g., “Tell me about ... bank,” or
“The Italian one you mentioned.” ) with 85.4% correct responses.

In 54 planned tours, 74.1% involved asking more than one question. Among them, participants
asked 2.90 questions per planning session on average (SD = 1.43). Participants typically began
with vague or general questions (e.g., P09: “Any recommendations on the third floor?” ). The system
responded with a broad overview and invited more specific queries. Then, participants established
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Fig. 6. The distributions of the length differences between generated descriptions and system-specified values
(error values), measured in 25-character intervals. Characters are in their original non-English language.

a category (e.g., P09: “Any women’s clothing stores?” ) and received a list of available stores. Next,
participants asked for specific guidance (e.g., P09: “Take me to the third one.” ). See the conversation
example in Sec. B. During these conversations, user input was often contextual and vague. The
LLM could identify flexible references (e.g., “Italian one” or “others” ) to maintain natural dialogue.

Of the 23 incorrect responses, 17 were mistakes providing false information. Nine were misiden-
tifying the category of stores, five were offering incorrect floor information, and three were halluci-
nations introducing something that did not exist (e.g., items or predefined route tours). Participants
identified three incorrect category responses. Six errors occurred when users referenced specific
orders from previous conversations (e.g., “the second one” ), with the system selecting the wrong ID
number. Participants noticed five of these errors.

6.1.2 Generating Descriptions During the Tour. (1) Filtering POIs. During the study, three partici-
pants (P04, P07, and P08) used the POI filtering functionality a total of six times, and the system
was able to handle the request without failure. The requirements included excluding banks (once),
banks and toilets (once), and banks, toilets, and information centers (once), as well as including
stores selling alcohol (once) and restaurants only (twice).
(2) Personalizing Contents. We report whether each generated POI description satisfied

participants’ requirements regarding content personalization. Across all participants, 23 requests
were asked for personalization, with six requests involving two specific requests. Without manually
dividing mixed requests in the “Content List” (Sec. 4.3.3), each specific request was distinguished
and understood by the LLM. In total, 29 specific requests were made, affecting 142 POI descriptions.
Requests were classified into six categories: (1) excluding contact address (25 descriptions, 100%
correct), (2) excluding business hours (93 descriptions, 91.4% correct), (3) including recommended
items (7 descriptions, 71.4% correct), (4) shortening description length (36 descriptions, 16.7%
correct), (5) including budget (4 descriptions, 0% correct), and (6) including price of recommended
items (5 descriptions, 0% correct). Some generated POI descriptions overlapped across categories.
Overall, 66.9% of descriptions fully met the requirements. Examples of generated descriptions are
in Sec. C. Besides two POI descriptions that were due to network errors, 45 failures fell into three
categories: (1) Inclusion errors: The system included information users wanted to exclude, primarily
business hours. (2) Exclusion errors: The system omitted the requested information. This included
ignoring specific requests (2 recommended items, 1 budget) or lacking information in the database
(3 budget, 5 prices). (3) Length control failures: The system ignored requests to shorten descriptions,
detailed in the “Controlling Length” part. All participants appeared to be aware of each failure.
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Fig. 7. Summary of Likert-scale responses. 𝑝 is the value of the Wilcoxon signed-rank test done on each
question (* and ** indicate the significance found at levels of 0.05 and 0.01, respectively).

(3) Controlling Length. We evaluate whether the system was able to generate descriptions of
POIs within a specified length (Sec. 4.3.3) for all 290 POI descriptions. As three participants (P03,
P06, and P08) made a request regarding the length of descriptions, affecting 36 POI descriptions,
we report the performance separately for those with and without length requests. Fig. 6 displays
the deviation of the generated description length from the specified length with an interval of 25
characters. Fig. 6–A displays the distribution when no length request was made. While 59.1% of the
generated descriptions were within the specified length, a tendency to generate longer descriptions
was observed. When users requested shorter descriptions, the system dismissed many of these
requests (described in the “Personalizing Contents” part). Fig. 6–B shows the distribution when
such a request was made. Most of the time, the system generated descriptions within an internally
specified length, ignoring user requests. This failure was possibly due to a conflict between internal
transit-time-based length and user-specified length requirements in the same prompt provided as
“Content List.”

6.1.3 Further Questions and Answering During the Tour. We report the accuracy of the system’s
feedback to questions asked by participants while navigating. Participants asked 20 questions,
with 55% correct answers. Four responses were not generated due to system or network errors.
Out of the remaining 16 questions, 11 were about specific store details (recommended items and
characteristics: 100% correct, budget: 50% correct, inexpensive items: 0% correct), three were about
overviews of previously passed stores (100% correct), and two were about nearby POI information
(0% correct). Among the errors, four (POI information near users and inexpensive items) were
because the LLM lacked the necessary knowledge to provide an answer, and one (the budget of
stores) was due to a mistake in the LLM.

6.2 Questionnaire
Fig. 7 shows the questionnaire results. Statistical analysis using the Wilcoxon signed-rank test
revealed that ChitChatGuide was rated significantly higher than the baseline system for Q1–4.
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Table 1. Demographic information and participants’ behaviors when using the baseline system. The total
number of tours set by participants (#Tours), the total time spent in setting tours (𝑇ST) and reading out POI
(𝑇POI), and the ratio of reading out POI description duration to walking duration (Ratio).

Demographic Information Baseline System

ID Age Age of
onset Gender # of

visits
Experience of
Inclusive Navi #Tours

Interactions while Setting Tours POI Description while Walking
𝑇ST (sec) 𝑇POI (sec) Ratio (percent)

P01 23 0 Male 0 No 3 84 9.1 5.2
P02 37 14 Female Above 10 Yes 3 24 15.5 4.4
P03 31 10 Male 3 or 4 Yes 3 59 14.1 6.2
P04 36 1 Male 1 Yes 3 114 10.3 4.1
P05 28 14 Male 1 Yes 3 82 8.5 4.8
P06 59 54 Female 1 Yes 3 65 34.1 10.6
P07 58 56 Male Few No 4 74 12.4 6.0
P08 57 7 Male 0 No 4 133 20.4 9.7
P09 63 50 Female Few Yes 3 105 20.5 8.8
P10 71 63 Male Few No 3 74 37.1 11.9
P11 53 8 Male 3 No 3 100 14.7 8.8

Table 2. Participants’ behaviors when using ChitChatGuide. The total number of tours set by participants
(#Tours), in the format of a single destination route (S)/predefined route (P). The total time spent in and
number of Q&A ( 𝑇Q&A and #Q&A), filtering request (𝑇FR and #FR), content request (𝑇CR and #CR), and all
interactions (𝑇Total and #Total), in a format of while setting tours/while navigating. The total time of reading
out POI description while walking (𝑇POI), and the ratio of reading out POI description duration to walking
duration (Ratio).

ID #Tours
Conversations while Setting Tours / Navigating POI Description

while WalkingQ&A Filtering Request Content Request Total
S / P 𝑇Q&A (sec) #Q&A 𝑇FR (sec) #FR 𝑇CR (sec) #CR 𝑇Total (sec) #Total 𝑇POI (sec) Ratio (percent)

P01 3 / 3 730 / 0 19 / 0 0 / 0 0 / 0 45 / 0 4 / 0 775 / 0 23 / 0 300 49
P02 3 / 1 351 / 38 9 / 2 0 / 0 0 / 0 8 / 0 1 / 0 359 / 38 10 / 2 258 52
P03 4 / 3 508 / 14 15 / 1 0 / 0 0 / 0 34 / 0 2 / 0 542 / 14 17 / 1 332 47
P04 2 / 2 223 / 31 9 / 2 18 / 0 2 / 0 11 / 0 1 / 0 252 / 31 12 / 2 219 40
P05 4 / 1 542 / 86 17 / 3 0 / 0 0 / 0 0 / 0 0 / 0 542 / 86 17 / 3 230 55
P06 3 / 3 457 / 31 10 / 2 0 / 0 0 / 0 52 / 32 4 / 3 509 / 63 14 / 5 475 52
P07 2 / 2 668 / 149 19 / 6 16 / 0 1 / 0 24 / 0 1 / 0 708 / 149 21 / 6 220 33
P08 3 / 2 390 / 0 9 / 0 33 / 0 3 / 0 23 / 6 2 / 1 446 / 6 14 / 1 310 56
P09 3 / 1 596 / 113 14 / 3 0 / 0 0 / 0 67 / 0 3 / 0 663 / 113 17 / 3 248 63
P10 7 / 0 726 / 0 16 / 0 0 / 0 0 / 0 0 / 0 0 / 0 726 / 0 16 / 0 335 60
P11 1 / 1 159 / 28 6 / 1 0 / 0 0 / 0 9 / 0 1 / 0 168 / 28 7 / 1 129 40

6.3 Behaviour While Using ChitChatGuide and the Baseline System
Tab. 1 and Tab. 2 show the number of tours set by participants, the time taken to set tours and read
out POI, and the ratio of the system’s voice feedback while walking when using the baseline system
and ChitChatGuide. Tab. 2 also provides details of tours and conversations with the proposed
system. On average, participants took 99.1 seconds (SD = 51.9) to plan one tour using the proposed
system, compared to 26.1 seconds (SD = 18.3) with the baseline system. The proposed system
offered voice feedback for an average of 49.7% (SD = 8.77) while walking in the navigation phase,
while the baseline system did so for 7.3% (SD = 2.60) of the time on average.

6.4 Qualitative Feedback
6.4.1 Daily Experience of Exploration. Based on the interview conducted before the main task, to
explore a facility, all participants stated that they rely on sighted companions, such as the facility’s
information desk clerks, and guide helpers for PVI. They mentioned that they visit facilities with a
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specific purpose, such as purchasing a specific item, and to do so, eight participants mentioned
that they conducted research on the internet about facilities beforehand. P04 described exploring a
facility such as a shopping mall as follows: C1: (Comment number 1) “I cannot see my surroundings
and get information, so I don’t enjoy it (exploration). While I can ask around about the location of
stores, it is tiring and inefficient.” (P04) Finally, they all agreed that they would be glad to explore
independently if possible.

6.4.2 Exploration Experience with the Baseline System. All participants felt that the baseline system
lacked information in the overall experience as it mainly provided store names. On the other hand,
some participants favored the simplicity of the functionality of the baseline system. For example,
five participants (P02, P03, P07, P10, and P11) mentioned that they were able to select the destination
from the list of store names based on their interests to some extent: C2:“(The list) was good for
quickly understanding the store in the facility because I didn’t know much about them.” (P07)

6.4.3 Exploration Experience with ChitChatGuide. Overall, participants generally expressed their
enjoyment when using ChitChatGuide, as it provided them with continuous and informative
descriptions, and a conversation feature to ask for stores that interest them: C3:“There was a fresh
aspect for me, and it was the part that enabled me to search for certain information really easily. It
provided various information on POIs when I came close, which made me comfortable. Through the
conversation, the system told me a lot about what was around the destination, which helped those who
had difficulty accessing information.” (P05) Also, seven participants (P03-P08 and P11) mentioned
that the system enables a window-shopping-like experience, and increases their motivation to
visit a new store: C4:“It was exactly like window-shopping. The detailed descriptions are good for me
as I can get information other than a destination. This descriptive information made me want to go
to stores which I did not intend to visit before using the system.” (P06) In addition, six participants
(P03-P07 and P11) mentioned that this system would allow them to explore the facility when they
have time or visit the facility with no specific purpose: C5:“I can get a general sense of this place
and thus would use it when I have time. Usually, I visit with a purpose in mind, so I think it is useful if
I have extra time after going to a specific destination. It’s a kind of window-shopping technique to find
out what kind of stores are around.” (P03) Moreover, three of them (P04, P05, and P11) felt the system
would make it easier to visit unfamiliar places: C6:“When I go around a certain floor by selecting a
predefined route, I can enjoy and see what kind of stores are on the floor, like window-shopping. It is
difficult for PVI to do something like window-shopping and we always decide a specific destination
before going out. Thus, I think it is a lot of fun for PVI to be able to drop by a place and explore there
with the system.” (P05)

6.4.4 Conversational Interaction for Inquiries with ChitChatGuide. All participants mentioned that
the conversational interaction with ChitChatGuide enhanced their understanding of stores within
the facility because it offered easy access to various information and allowed for questions for
in-depth information: C7:“I narrowed down the restaurant options based on my preferences and their
characteristics. The system’s detailed information improved my understanding of the facility compared
to the baseline system.” (P11) and C8:“For us VoiceOver users, searching on smartphones takes a lot
of time and effort. This voice interaction is so easy and comfortable, allowing us to casually ask
questions and get information from the AI.” (P05) Also, P04 and P07 expressed the convenience of the
Q&A functionality during tours: C9:“Usually, I have to enter a store and ask clerks for details. It (the
Q&A functionality) would help me get information beforehand and decide whether to enter. Details like
recommended items, cuisine, and prices would be very helpful,” (P04) and C10:“For bargain and sale
items, getting a shop assistant to show you those is difficult. And sometimes it’s hard to ask for cheaper
options. The system naturally, and fairly, provides that information, which is probably something
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we often miss out on.” (P07) For tour planning, ten participants stated the proposed system better
assisted them in choosing destinations in unfamiliar environments, even responding to ambiguous
requests when their purpose was unclear: C11:“ I think the nice feature of (conversational interaction
with) GPT is to handle vague instructions. For example, (the system) could understand ‘The first one’
after providing multiple recommendations. Google Assistant won’t start to work unless you say the
exact name and what to do.” (P01) andC12:“I think the advantage of conversational interaction (with
the system) is that I can easily start walking even without a specific purpose. This is well-suited for
scenarios like exploration and learning about the surroundings.” (P03) On the other hand, three
participants (P02, P06, and P09) sometimes felt the tour planning through conversational interaction
was cumbersome, as it takes more time than setting a destination from a list: C13:“I usually want to
go through all the names of the store before determining my destination. For example, it is easier for me
to go through the list of stores and pick my own destination,” (P02) and C14:“If there were an option to
select a simplified mode when I have a clear idea of what I want to see, and a full conversational mode
when I’m not sure, it would be less frustrating.” (P09) Meanwhile, two of them (P02 and P06) and
P11 felt that the weakness of the interaction as follows: C15:“I felt like it was doubtful that no store
matched my question. I thought the responses were not reliable.” (P11)

6.4.5 Descriptions Provided by ChitChatGuide. Participants generally expressed enjoyment when
using ChitChatGuide, particularly the descriptions that made stores more intriguing: C16:“The
system made it fun and easy to understand the store’s concept and goods, whereas the baseline system
only provided the store’s name.” (P01) P03 and P07, who didn’t prefer the proposed method, suggested
as follows: C17:“The system produces lengthy descriptions for stores, regardless of their size or product
range. I prefer concise summaries with the option to request more details. I also recommend shorter
narrations while users are walking, with automatic expansion when they stop out of interest,” (P07)
and C18:“I would prefer all descriptions to be the same length and short. I want to ask questions if the
short description interests me.” (P03)
Three participants (P04, P07, and P08) used the functionality of filtering specific POIs, as they

wanted to know only what interested them: C19:“(I made the request because) I was looking for
a restaurant for drinking, so I wasn’t interested in other stores.” (P07) On the other hand, this
functionality was not used by the others because the facility was not large, and the purpose of
exploration was to find a store of interest: C20:“I didn’t use the functionality since the facility wasn’t
very large, and I wanted to understand all the stores.” (P01) Nine participants (P01-P04, P06-P09, and
P11) requested to personalize the POI description. P03 described the advantages of the functionality
as follows: C21:“I think it would be better to have the functionality to customize the contents because
many different users would want to use the system in various ways, not just myself.” (P03) Also, P06
gave the following comment on the advantage of LLMs in generating variant descriptions: C22:“(It
is good) because I don’t want to listen to the same description when I pass by the same POI twice in a
route.” (P06)

7 Discussion
7.1 Addressing RQ: How can we design conversational interaction to provide flexible

information for PVI’s shopping mall exploration?
We designed ChitChatGuide, an LLM-based conversational interface integrated into a navigation
app, enabling tour planning and POI learning during navigation. Next, we discuss how it provides
flexible information for PVI’s exploration.

7.1.1 Experience when Using ChitChatGuide. ChitChatGuide allowed participants to enjoy ex-
ploration, resulting in an improved exploration experience (median for Fig. 7–Q1 was 6). The
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questions regarding the enhancement of autonomy received high ratings (Fig. 7–Q2 and Q5). The
conversational interaction enabled users to find stores based on their interests even if they were
unfamiliar with the facility (C12). Although the conversational tour setting took more time than
the baseline system (Sec. 6.3), participants appreciated taking several rounds to narrow down
the information to set their destination (C7). Meanwhile, three participants sometimes felt tour
planning through conversational interaction cumbersome, expressing a preference for using a
simple method such as a list of store names if they had a specific destination in mind (C13 and C14).
Considering that one of the three participants was accustomed to the facility (Tab. 1), adoption
of conversational interaction seems to be mainly effective when users want to explore unfamiliar
facilities.
The descriptive information that the system provided during navigation was another reason

users appreciated the system (Fig. 7–Q3). Ten participants enjoyed receiving information they
couldn’t get from store names alone (C16). They also found details about pricing and sales useful,
as they were often hesitant to ask store clerks (C10). In addition, they were also able to acquire
additional information by asking questions, which appeared to be crucial in determining whether
to enter a store (C9). In essence, our system provides a window-shopping-like experience for PVI,
allowing them to leisurely explore and grasp the facility’s details, regardless of their familiarity
(C6).

7.1.2 Behavioural Change. The system could encourage PVI to visit facilities independentlywithout
a specific purpose. Currently, they travel to specific storeswith a predetermined purpose and conduct
web research beforehand (Sec. 6.4.1). However, comments indicated they would enjoy traveling
without a specific purpose (C6), since the system allows window-shopping previously unavailable
to them. A participant expressed interest in using spare time to explore even when visiting for a
specific purpose (C5). Additionally, when using the system with a specific destination, participants
commented that descriptive information about surrounding stores could motivate them to visit new
stores (C4). In short, the results suggest the system can motivate PVI to change their behaviors, visit
facilities without a specific purpose, and explore unknown stores. It also potentially encourages
them to engage with and purchase at new stores.

7.1.3 LLM’s Impact. For the conversational tour planning functionality, the natural and contextual
conversation style powered by the LLM (Sec. 6.1.1) was preferred by ten participants (C7) and proved
particularly effective for users without a specific destination who wanted to explore unfamiliar
facilities (C12). The LLM generally provided conversational interaction by understanding vague
requests that referred to previous conversations (C11), a common occurrence for those unfamiliar
with a facility, since remembering the newly learned keywords could be cognitively demanding.

The LLM’s ability to generate POI descriptions based on various personalization requests
(Sec. 6.1.2–(1) and (2)) was another significant finding. By leveraging map information, user loca-
tion, and user requests to include or exclude information in the prompt, it could output in-situ
information during navigation. Participants appreciated the customized POI descriptions tailored
to their preferences (C19 and C21). Moreover, the expressive and variant descriptions generated
by the LLM could make navigation in a shopping mall enjoyable (C16 and C22). In addition to
personalizing the description, the LLM can also easily incorporate environmental information and
user requests in the prompt to output additional information (Sec. 6.1.3), which participants found
to be convenient (C9 and C10).
Although the LLM responded successfully to most questions, it exhibited occasional mistakes

in responses, difficulties in altering the output length, and failure to fulfill some personalization
needs (Sec. 6.1). We elaborate on these in Sec. 7.2. In summary, the LLM’s conversational and
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generative capabilities facilitated natural and effective exploration and navigation in unfamiliar
facilities, leading to an enjoyable experience.

7.2 Criteria to Consider when Integrating LLMs into Navigation Systems for PVI
While results revealed that integrating an LLM into a navigation system can potentially enhance
the exploration, three essential criteria were implied through the study, which should be considered
during the design phase.

7.2.1 Balance of Attractiveness and Length of Descriptions. The first criterion to consider when im-
plementing navigation systems for PVI using LLMs is the balance between attractiveness and length
of descriptions. We designed conversational interaction for planning a tour and perceiving POI
descriptions based on investigative works that proposed implications for designing conversational
interaction to enhance exploration (Sec. 3). Participants preferred long and varying descriptions
of our system to shorter ones of the baseline system (Fig. 7–Q4). On the other hand, the ratings
for the question about controlling the description length in relation to its appropriateness differed
among participants (Fig. 7–Q6). Some participants found value in longer descriptions, particularly
when they were adjusted according to transit time, saying it provided in-depth information without
needing to take any action (C3). Nonetheless, to better reflect individual interests, some participants
preferred concise descriptions (C18) or descriptions varying in length based on their interests (C17).
Also, the LLM failed to meet user requests for excluding certain information or shortening the
length of descriptions (Sec. 6.1.2–(2) and (3)). This may have resulted in the descriptions becoming
less attractive. One reason for the failures arose because the LLM tried to meet internal length
requirements first. Therefore, to better meet users’ expectations, future designs integrating LLMs
should consider preferentially incorporating their interests instead of simply increasing the amount
of information provided. For an exploration scenario, an alternative design could be an interactive
design where the system would initially offer a short description for each store, and then provide
more detailed information with a long description based on users’ actions, such as interrupting to
ask questions or stopping to indicate interest. This aligns with guidelines for providing information
to explore text-based interfaces [62, 70]. Note that even for the short description, LLMs should still
be used, as it could consider users’ requirements and generate diverse descriptions (C21 and C22).

7.2.2 Trustworthiness of Response of Conversation Systems. The second criterion to consider is
determining how we could ensure the system provides accurate and trustful responses. Tour
planning through LLM-based conversations was generally appreciated (Fig. 7–Q5), as participants
were able to ask questions in a variety of formats and granularities (i.e., general exploration,
category-specific, and specific questions in Sec. 6.1.1). On the other hand, three participants felt
that the system’s response could not be fully trusted (C15). This occurred when the system offered
simple negative responses (e.g., “I’m sorry, but there is no coffee shop,” ) which contradicted the
participant’s common sense. Also, false information was occasionally observed in the LLM in
conversational interaction, but participants were often unaware of it (Sec. 6.1.1). The difficulty of
judging whether information is correct from responses might lead users to distrust the system’s
answers. Therefore, when integrating LLMs into assistance systems, it’s essential to establish
methods for ensuring their accuracy and trustworthiness. First, it is crucial to ensure that the
data provided to the LLM is comprehensive and reliable for PVI exploring shopping malls (further
discussed in Sec. 7.2.3). If stores that perfectly match user demand do not exist, trustworthiness
can be improved by providing relevant recommendations on similar or alternative stores based
on details included in the data (e.g., “There is no coffee shop at the facility, but the bakery offers
drinks as a set menu so that coffee may be available.” ). Second, it is necessary to reduce mistakes
in LLM responses, as they can cause ethical problems, such as misdirecting users’ conversations
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and decision-making, increasing bias introduced by using an LLM as a recommendation system,
and harming stores by spreading misinformation and disinformation. Since PVI rely solely on
audio information and cannot access visual cues, false information in conversational interaction
can become a more important issue. Examples of methods to mitigate response mistakes such as
hallucinations include using RAG to ground the model with an external vector database [59] and
fine-tuning the model with additional data [39, 49]. In particular, RAG is a popular method and
can be considered a natural future extension of the current system design, giving information as
prompts. By only providing the LLM with information that is relevant to user input, this approach
is expected to reduce most of the mistakes found in our study, that is regarding floor and category
of stores (Sec. 6.1.1). Since it is impossible to achieve perfect accuracy in LLM responses, we
need to make users aware of the potential risk of encountering inaccurate content. Additionally,
implementing frameworks for fact-checking or detecting hallucinations and malicious content
can be a possible safeguard [65]. Thus, LLM-based information provision systems must strive to
provide accurate and convincing information to build user trust.

7.2.3 Depth of Data. The third criterion to consider is ensuring to have sufficient data depth to
satisfy users’ demands. This criterion arose from the tendency observed in participants’ questions
while navigating. The Q&A functionality was only used 20 times while navigating, but participants
felt the need for this functionality (C18). In this study, the sources of information were mainly the
data from the facility’s official website, and some were also collected in the field by the experimenter.
Still, there were cases when the information requested by the participants was not included in
the database as the amount of information was insufficient for users (Sec. 6.1.2–(2) and Sec. 6.1.3).
This observation shows that the information users need is often difficult to obtain with systems
designed for navigation. When designing a navigation system like the one used in this study, it
may be necessary to establish a framework that stores could cooperate with developers of assistive
technologies and reflect the descriptive information to the map database. As our system may
motivate PVI to visit new stores by providing engaging information, such a cooperative framework
could also benefit stores with increased purchases. The frameworkwould furthermotivate purchases
by making previously inaccessible or hesitant-to-ask information apparent, reducing barriers to
buying sale items (C9 and C10). For example, by integrating the map server with an existing stock
management system whose stock information updates in real-time, the system will be able to
answer what is being offered in each store and their availability. Additionally, even if a sufficient
amount and depth of data were available, a challenge remains in making LLMs understand such data
effectively. While we customized LLMs using prompt engineering, the information provided to the
LLM through prompts is limited by the model’s token constraints. To address these issues, methods
such as RAG and fine-tuning can improve the performance of LLMs for specific purposes (e.g.,
PVI’s shopping mall exploration) while reducing the amount of prompts [10, 49]. Furthermore, fine-
tuning can enhance computational efficiency for sustainable use, addressing a potential challenge
of LLMs [10].

7.3 Limitation and Future Work
The study was conducted on four floors of a building with 29 stores. As the experimental location
was not large, this may have been why the functionality to filter out specific POIs was only used
six times (Tab. 2), as also indicated by P01 (C20). Thus, we were unable to discuss the usability of
this functionality. Also, six participants (P01, P03-P05, P08, and P09) tended to listen to the names
of all stores on the list and then specify the destination when they used the baseline system (C2
and C13). Due to the limited size of the experimental location, the aforementioned strategy was
feasible. However, in larger facilities, listening to all stores in the list with the baseline system
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would take more time. Therefore, the experiences with both the proposed system and the baseline
system in larger facilities may differ from those observed in smaller ones. As there is a possibility
that interface design tailored to the scale of the facility becomes important, for future work, we
aim to conduct studies in facilities of various sizes and structures, as well as in places other than
shopping malls, such as museums, airports, and theme parks.
This study, conducted at a public shopping mall during regular business hours, faced time

constraints on facility usage due to agreements with the facility (Sec. 5.2). Within time constraints,
the longer time spent using the proposed system may have introduced a bias, making it more
memorable which could influence participant feedback. However, the baseline system took less
time to set a tour than the proposed system (Sec. 6.3), allowing participants to experience several
tours within the specified time. Furthermore, since the baseline system could only provide single
destination routes with fixed POI descriptions, participants could fully understand its characteristics
after a few tours. Thus, we consider the bias was minimized and the results and findings were
reliable.
For voice input, participants could use it properly and found its advantage in easily accessing

information (C8). In this study, we instructed participants to interact with the system using as few
proper nouns as possible, but faced several errors due to the poor recognition accuracy of proper
nouns (Sec. 6.1.1). Considering this issue and the fact that voice input is sometimes difficult to use
(e.g., in noisy places), the system should provide both voice input and accessible text input user
interfaces in actual operation. Another issue was that the LLM struggled to generate appropriate
sentences within a specified length, especially when the length was particularly long (Sec. 6.1.2–(3)).
We attempted to enhance our system by increasing the width of the length specification, but it
remained challenging to control without error, and better prompts for the length control should be
explored.

8 Conclusion
In this study, we investigated how conversational interaction can be used to enable exploration that
requires flexible information in shopping malls for PVI. To this end, we developed ChitChatGuide
by integrating LLMs into navigation systems and conducted a user study with 11 visually impaired
participants. Through the study, we obtained four main findings: the potential of ChitChatGuide to
increase enjoyment and encourage behavior change, the usefulness of LLM’s natural and contextual
conversations for tour planning, the effectiveness of POI descriptions personalized by LLMs, and
three criteria to consider when integrating LLMs into navigation systems for PVI. The findings
highlight directions to fully enable PVI’s exploration in information-rich indoor places through
LLM-based conversational interaction.
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A Examples of Prompts and Responses from GPT-4 Model
(CAPITAL LETTERS WITH BRACKETS) indicate data on the map server or information varying
depending on the situation. Note that some information was provided in non-English language.

A.1 For Requesting a Summarization Description of the Mall
Prompt:

1 Always respond only in JSON format.

2 You are a shopping mall guide.

3 Each POI 's information in the shopping mall is (STORE INFORMATION WITHOUT ID).

4 38: a tour around the first basement floor ,

5 39: a tour around the first floor ,

6 40: a tour around the second floor ,

7 41: a tour around the third floor.

8 The information from 1st to 37th is information about each POI , and it is in the

9 form of 'POI 's name: floor|genre|simple description.'

10 The information from 38th to 41st is information about each predefined route as a

11 tour.

12 Based on this information , generate responses to users ' questions , and help users

13 decide a destination or a tour.

14 Make recommendations of destinations or tours if necessary.

15 In JSON , add "response" key and "ID" key.

16 The content of the "response" key is the response to users.

17 The content of the "ID" key is basically "none", and only when users ' destination

18 or tour is fixed , the "ID" is set to the ID of the fixed destination or tour.

19 Example of the output is {" response ": "response to users as a shopping mall

20 guide", "ID": "none or ID of where users may want to go"}.

STORE INFORMATION WITHOUT ID:
1 ABC cafe: the first basement floor|cafe|Enjoy our homemade tea , available for

2 dine -in or takeout. Recommended Item: Handcrafted scones in flavors such as

3 orange , cheese , and chocolate.

4 DEF general store: the first basement floor|general store|Presenting functional

5 and elegant tools for everyday use. Recommended Item: Deodorizing air fresheners

6 housed in milk bottles.

7 GHI bank: the first basement floor|bank|

8 Accessible toilet: the first basement floor|toilet|

Input:
1 Summarize information about the shopping mall in 300 words or less.

Response:
1 {" response ": "Our shopping mall offers a variety of stores on the first basement

2 floor through the third floor. There are ABC cafe and DEF general store on the

3 first basement floor , JKL clothes store and MNO tableware store on the first

4 floor , PQR furniture store and STU clothes store on the second floor , XXX general

5 store and YYY cafe on the third floor , and so on. We also offer tours around each

6 floor. What kind of store or route would you like?", "ID": "none"}

1
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A.2 ForQuestions and Answering to Select Tours
Prompt:

1 Always respond only in JSON format.

2 You are a shopping mall guide.

3 Each POI 's information in the shopping mall is (STORE INFORMATION WITH ID).

4 38: a tour around the first basement floor ,

5 39: a tour around the first floor ,

6 40: a tour around the second floor ,

7 41: a tour around the third floor.

8 The information from 1st to 37th is information about each POI , and it is in the

9 form of 'ID: POI 's name|floor|genre|simple description.'

10 The information from 38th to 41st is information about each predefined route as a

11 tour.

12 Users are on (FLOOR). Also , (THREE POI NAMES) are close to users.

13 Based on this information , generate responses to users ' questions , and help users

14 decide a destination or a tour.

15 Make recommendations of destinations or tours if necessary.

16 In JSON , add "response" key and "ID" key.

17 The content of the "response" key is the response to users.

18 The content of the "ID" key is basically "none", and only when users ' destination

19 or tour is fixed , the "ID" is set to the ID of the fixed destination or tour.

20 Example of the output is {" response ": "response to users as a shopping mall

21 guide", "ID": "none or ID of where users may want to go"}.

STORE INFORMATION WITH ID:

1 1: ABC cafe|the first basement floor|cafe|Enjoy our homemade tea , available for

2 dine -in or takeout. Recommended Item: Handcrafted scones in flavors such as

3 orange , cheese , and chocolate.

4 2: DEF general store|the first basement floor|general store|Presenting functional

5 and elegant tools for everyday use. Recommended Item: Deodorizing air fresheners

6 housed in milk bottles.

7 3: GHI bank|the first basement floor|bank|

8 4: Accessible toilet|the first basement floor|toilet|

FLOOR:

1 the first basement floor

THREE POI NAMES:

1 DEF general store , GHI bank , ABC cafe

Input:

1 I want to walk a tour on the first floor.

Response:

1 {" response ": "We will gladly take you on a predefined route of the first floor ,

2 where you 'll find a Japanese grocery , a Japanese sweets store , an Italian bar , and

3 a beer bar.", "ID": "39"}
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A.3 For Classification of Users’ Voice Input While Setting Tours
Prompt:

1 Always respond only in JSON format.

2 Classify whether users ' input is a request about the filtering of the POIs , or a

3 request about the content of the POI description.

4 In JSON , add "type" key.

5 The content of the "type" key is the result of the classification: "filtering" for

6 a request about the filtering of the POIs , and "content" for a request about the

7 content of the POI description.

8 If the input from users is "Only explain restaurants ," your response should be

9 "filtering ."

10 If the input from users is "I don 't need descriptions of toilets ," your response

11 should be "content ."

12 Each POI 's information in the shopping mall is (STORE INFORMATION WITHOUT ID).

STORE INFORMATION WITHOUT ID:
1 ABC cafe: the first basement floor|cafe|Enjoy our homemade tea , available for

2 dine -in or takeout. Recommended Item: Handcrafted scones in flavors such as

3 orange , cheese , and chocolate.

4 DEF general store: the first basement floor|general store|Presenting functional

5 and elegant tools for everyday use. Recommended Item: Deodorizing air fresheners

6 housed in milk bottles.

7 GHI bank: the first basement floor|bank|

8 Accessible toilet: the first basement floor|toilet|

Input:
1 Banks and toilets are not needed.

Output:
1 {"type": "filtering "}

A.4 For POI Filtering
Prompt:

1 Each POI 's information on the route is (STORE INFORMATION ON THE ROUTE).

2 Based on this information , filter the given list of POIs according to the

3 instruction that is (INSTRUCTION FOR FILTERING) and output only the ones required ,

4 without changing the order.

5 Output should always be a list of names only , enclosed in [].

STORE INFORMATION ON THE ROUTE:
1 ABC cafe: [Short Description]Enjoy our homemade tea , available for dine -in or

2 takeout. Recommended Item: Handcrafted scones in flavors such as orange , cheese ,

3 and chocolate.,

4 Accessible toilet: [Short Description] ,

5 GHI bank: [Short Description] ,

6 DEF general store: [Short Description]Presenting functional and elegant tools for

7 everyday use. Recommended Item: Deodorizing air fresheners housed in milk bottles.

INSTRUCTION FOR FILTERING:
1 Banks and toilets are not needed.
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Input:

1 The list of POIs is (ABC cafe , Accessible toilet , GHI bank , DEF general store).

Output:

1 ["ABC cafe", "DEF general store"]

A.5 For POI Description Generation
Prompt:

1 You are a shopping mall guide.

2 Summarize the store information from (MINIMUM LENGTH) characters to (MAXIMUM

3 LENGTH) characters.

4 However , this store can be seen after a short walk along the street , so please

5 generate a description based on the fact that the store is a short walk away.

6 In addition , follow the instruction that is (INSTRUCTION FOR GENERATION) when

7 generating the description.

8 (STORE INFORMATION)

MINIMUM LENGTH, MAXIMUM LENGTH:

1 200, 300

INSTRUCTION FOR GENERATION:

1 Don 't include business hours in the description.

STORE INFORMATION:

1 ABC Cafe: [Direction]Front ,

2 [Store Information]Enjoy our homemade tea , available for dine -in or takeout.

3 Recommended Item: Handcrafted scones in flavors such as orange , cheese , and

4 chocolate. Tea cafe with the main branch in the city. Our menu includes homemade

5 tea , seasonal cakes , scones , sandwiches , and other light meals. Also , we have a

6 dedicated section in our store for you to browse the sundries and other goods.

7 Newly opened on June 30. Sells original cakes made from corn with a gentle

8 sweetness , including carrot , pumpkin , bean , and other varieties. Watermelon

9 smoothies are available from July 29 to August 31.

10 [Average Pricing]Lunch: $100 , Dinner: $100 ,

11 [Seating Capacity ]60,

12 [Additional Information]Children OK, Child 's chairs available , Strollers OK,

13 Wheelchairs OK , Takeout OK, Foreign language menu available ,

14 [TEL]XXX -XXXX ,

15 [Business hours ]11:00 - 20:00 (Last order for dine -in at 19:30).

Response:

1 Just a short walk from here , you 'll find "ABC Cafe." Step inside to savor homemade

2 tea , seasonal cakes , handmade scones , sandwiches , and other delightful light

3 meals. The cafe also offers sundries for sale. With its welcoming and

4 child -friendly ambiance , feel free to bring children along.
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A.6 For Classification of Users’ Voice Input While Navigating
Prompt:

1 Always respond only in JSON format.

2 Classify whether users ' input is a question about a store , a request about the

3 filtering of the POIs , or a request about the content of the POI description.

4 In JSON , add "type" key.

5 The content of the "type" key is the result of the classification: "question" for

6 a question about a store , "filtering" for a request about the filtering of

7 the POIs , and "content" for a request about the content of the POI description.

8 If the input from users is "Tell me more about the store you just described ," your

9 response should be "question ."

10 If the input from users is "Only explain restaurants ," your response should be

11 "filtering ."

12 If the input from users is "I don 't need descriptions of toilets ," your response

13 should be "content ."

14 Each POI 's information on the route is (STORE INFORMATION ON THE ROUTE).

STORE INFORMATION ON THE ROUTE:
1 ABC cafe: [Short Description]Enjoy our homemade tea , available for dine -in or

2 takeout. Recommended Item: Handcrafted scones in flavors such as orange , cheese ,

3 and chocolate.,

4 Accessible toilet: [Short Description] ,

5 GHI bank: [Short Description] ,

6 DEF general store: [Short Description]Presenting functional and elegant tools for

7 everyday use. Recommended Item: Deodorizing air fresheners housed in milk bottles.

Input:
1 What is the recommended item at the cafe?

Output:
1 {"type": "question "}

A.7 ForQuestions and Answering While Navigating
Prompt:

1 You are a shopping mall guide. Respond to users ' questions about the store , based

2 on the store information.

3 Each POI 's information on the route is (STORE INFORMATION ON THE ROUTE).

4 Also , the information about the store just described to users is (CURRENT STORE

5 INFORMATION).

6 Users ' input is (INPUT).

STORE INFORMATION ON THE ROUTE:
1 ABC cafe: [Short Description]Enjoy our homemade tea , available for dine -in or

2 takeout. Recommended Item: Handcrafted scones in flavors such as orange , cheese ,

3 and chocolate.,

4 Accessible toilet: [Short Description] ,

5 GHI bank: [Short Description] ,

6 DEF general store: [Short Description]Presenting functional and elegant tools for

7 everyday use. Recommended Item: Deodorizing air fresheners housed in milk bottles.
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CURRENT STORE INFORMATION:
1 ABC cafe: [Store Information]Enjoy our homemade tea , available for dine -in or

2 takeout. Recommended Item: Handcrafted scones in flavors such as orange , cheese ,

3 and chocolate. Tea cafe with the main branch in the city. Our menu includes

4 homemade tea , seasonal cakes , scones , sandwiches , and other light meals. Also ,

5 we have a dedicated section in our store for you to browse the sundries and other

6 goods. Newly opened on June 30. Sells original cakes made from corn with a gentle

7 sweetness , including carrot , pumpkin , bean , and other varieties. Watermelon

8 smoothies are available from July 29 to August 31.

9 [Average Pricing]Lunch: $100 , Dinner: $100 ,

10 [Seating Capacity ]60,

11 [Additional Information]Children OK, Child 's chairs available , Strollers OK,

12 Wheelchairs OK , Takeout OK, Foreign language menu available ,

13 [TEL]XXX -XXXX ,

14 [Business hours ]11:00 - 20:00 (Last order for dine -in at 19:30).

INPUT:
1 What is the recommended item at the cafe?

Response:
1 The recommended items at ABC Cafe include handmade scones in flavors such as

2 orange , cheese , and chocolate.
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B Conversation Example in Tour Planning
The following is an example of the conversational tour planning between the participant and the
system. Note that the conversation was originally in non-English language.
P09:

1 Any recommendations on the third floor?

Response:
1 On the third floor , there are shops of various genres , such as fashion , household

2 goods , interior goods , etc. For example , "XX" is an interior shop that focuses on

3 everyday aesthetics , and "YY" is a gift shop that carries Japanese handmade items.

4 There is also "ZZ ," which offers a line of high -quality clothing that is

5 comfortable to wear and made from natural materials. If you are looking for

6 something , such as a specific product or service , please let us know , and I will

7 be able to recommend a more specific store.

P09:
1 Any women 's clothing stores?

Response:
1 Yes , there are several women 's clothing stores. For example , "AA" on the basement

2 floor sells bags and fashion items made by craftsmen. Also , "BB" on the second

3 floor offers unique fashion with a focus on form and materials. Furthermore , "ZZ"

4 on the third floor sells high -quality clothing that is comfortable to wear and

5 made from natural materials. If you are unsure about which store to choose , please

6 feel free to let us know as I will continue to assist you.

P09:
1 Take me to the third one.

Response:
1 Got it. I will guide you to "ZZ". "ZZ" is a store with high -quality clothing that

2 is comfortable to wear and made from natural materials. Please enjoy yourself.
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C Examples of Generated POI Descriptions
The following are three examples of the same POI described with the same length and different
user requests. Note that each description was generated in non-English language.
Request: Nothing (P07).

1 "XX", which can be seen on the right after a short walk , is a specialty towel

2 store.

3 High quality towels with warmth enrich your daily life.

4 The store provides towels that maintain high water absorbency and high safety , and

5 especially recommends the soft "YY Bath Towel" which is lightweight and quick dry.

6 Organic baby goods and blankets are also suitable for gifts.

7 In addition , the convenient , durable , and multifunctional "ZZ Hand Towel" is

8 popular.

9 The store is a duty free store and open every day.

10 The phone number is 000 -0000 and it is open from 11:00 to 20:00 on weekdays and

11 from 10:00 to 20:00 on weekends and holidays.

Request: Omit business hours (P01).
1 After a short walk , you will see "XX" on your right.

2 This store specializes in towels and offers a wide variety of towels.

3 "YY Bath Towel" is characterized by its lightweight and easy drying.

4 The multifunctional "ZZ Hand Towel" is also popular.

5 Both for everyday use and gifts , there are items to meet a wide range of needs.

6 In addition , the store is duty -free , so shopping is both convenience and value.

7 For details , please call TEL: 000 -0000.

Request: Exclude contact address (P02).
1 Walk a little further and you will see a store named "XX" on your right.

2 This store sells world class towels and a selection of wonderful items that bring

3 warmth to your life.

4 We especially recommend "YY Bath Towel ," which is soft , lightweight , and easy to

5 dry.

6 Also , the store offers not only towels for everyday use , but also items perfect

7 for gifts , such as organic baby items and blankets.

8 Furthermore , this store is duty -free , so it is suitable for tourists.

9 Its business hours are 11:00 to 20:00 on weekdays and 10:00 to 20:00 on weekends

10 and holidays.
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