
Snap&Nav: Smartphone-based Indoor Navigation System For 
Blind People via Floor Map Analysis and Intersection 
Detection 
MASAYA KUBOTA∗, Waseda University, Japan
MASAKI KURIBAYASHI∗, Waseda University, Japan
SEITA KAYUKAWA, IBM Research - Tokyo, Japan
HIRONOBU TAKAGI, IBM Research - Tokyo, Japan
CHIEKO ASAKAWA, Miraikan - The National Museum of Emerging Science and Innovation, Japan and IBM
Research, United States 
SHIGEO MORISHIMA, Waseda Research Institute for Science and Engineering, Japan

Fig. 1. Our system first requires a sighted assistant to capture an image of a floor map that is commonly 
available at buildings. The system extracts a node map from the image by applying a map analysis algorithm. 
Then, the system plans a path to the selected destination by a blind user and navigates them to the destination 
by using an intersection detection algorithm. 

We present Snap&Nav, a navigation system for blind people in unfamiliar buildings, without prebuilt digital 
maps. Instead, the system utilizes the foor map as its primary information source for route guidance. The 
system requires a sighted assistant to capture an image of the foor map, which is analyzed to create a node 
map containing intersections, destinations, and current positions on the foor. The system provides turn-
by-turn navigation instructions while tracking users’ positions on the node map by detecting intersections. 
Additionally, the system estimates the scale diference of the node map to provide distance information. Our 
system was validated through two user studies with 20 sighted and 12 blind participants. Results showed 
that sighted participants processed foor map images without being accustomed to the system, while blind 
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participants navigated with increased confdence and lower cognitive load compared to the condition using 
only cane, appreciating the system’s potential for use in various buildings. 
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1 INTRODUCTION 

A major challenge in daily life for blind people is to navigate to their destinations in unfamiliar 
buildings. As they need a long-term familiarization of buildings for independent navigation with 
canes and guide dogs, they usually need to rely on sighted assistance by asking to accompany them to 
their destinations or asking them for the route [10, 36]. The reliance particularly becomes repetitive 
when they need to travel to multiple destinations, signifcantly impeding their independence. 
Nonetheless, many prefer not to rely on sighted people but rather to travel independently by 
themselves [10, 36]. Thus, to assist blind people in navigating to their destinations independently, 
many navigation systems have been proposed in past years. The majority of these systems use 
prebuilt digital maps, i.e., maps that contain locations and descriptions about points of interest (POIs), 
and localization methods to provide users with turn-by-turn navigation instructions [18, 29, 32, 46]. 
While these systems are promising solutions for navigating blind people in unfamiliar buildings, 
these systems are often unavailable in public, as prebuilt digital maps are costly to deploy [28, 46]. 
In response to this issue, navigation systems that do not require prebuilt digital maps have been 
proposed in recent years [27, 28, 30, 31, 43]. These systems assist users by leveraging real-time 
sensing results from various sensors to convey information about the environment and have 
users decide their decisions at each intersection. As these systems don’t possess any pre-existing 
knowledge of the route users need to walk, users or systems must rely on external route information 
to be used. Previously, this route information was sourced from sighted people who provided 
descriptions of routes [27, 28, 43]. However, the descriptions of routes provided by sighted passersby 
can be an inaccurate source of information [39]. Also, it can be cumbersome for blind users to 
constantly ask for routes when they need to go to a new destination using these navigation systems. 
In this research, we propose Snap&Nav, a navigation system that utilizes an image of a foor 

map in a building, which contains a walkable path along with names of possible destinations, 
as an information source of the environment, thereby eliminating the need for prebuilt digital 
maps (Fig. 1). Firstly, to use foor maps for navigation, it is necessary to obtain the image of the 
foor maps for the system. As blind people may have difculty in capturing an image of the target 
object by themselves [20, 25], we designed the system such that sighted people capture foor maps 
instead of blind users. Also, from the foor map image, it is necessary to extract information such 
as intersections, possible destinations, connection relationships, and the user’s initial position and 
orientation for guidance to the destination. While intersections, destinations, and their connections 
can be extracted by utilizing image processing or computer vision algorithms on a foor map 
image [51], the users’ position and orientation are not always apparent in all foor maps. Thus, 
we designed the system so that sighted assistants annotate the blind user’s initial position and 
orientation. After a sighted assistant captures an image of a foor map, the system analyzes the image 
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and creates a node map, which is a map involving the aforementioned information represented 
by nodes and connections. Secondly, by using the extracted node map, the system navigates blind 
people who hold the smartphone in their hands. To use the node map for navigation, it is necessary 
to continuously localize the user’s position on the node map to provide turn-by-turn navigation 
instructions. In our approach, users scan surroundings with the smartphone, and the system detects 
an intersection in the real world and localizes the user’s position by comparing its shape to that of 
the node map. 
We implemented Snap&Nav by prototyping two functionalities, namely the map analysis and 

navigation, and conducted two user studies to assess the validity of the design of Snap&Nav. The 
frst user study was conducted with 20 sighted participants to evaluate the usability wherein a 
sighted person captures an image of a foor map and annotates the position and orientation of a 
blind user. The study revealed that most participants were able to use the system without being 
accustomed to the system, but also revealed improvements such as the need for specifcation of how 
to verify whether the generated map is correct. Then, the main study was conducted with 12 blind 
participants. We prepared two conditions: a system-aided condition where they navigated using the 
proposed system, and a cane-only condition where they navigated with a description of routes by 
sighted people. Participants were asked to navigate to multiple destinations in sequence. Throughout 
the study, we revealed that usage of our system enabled participants to navigate with increased 
confdence and reduced cognitive load, without afecting the task completion time. The participants 
generally appreciated the fact that they did not have to ask for route descriptions multiple times 
when using the system, which allowed them to gain more independence by relying less on sighted 
people. Additionally, ten of the blind participants expressed that they fnd it acceptable to involve 
sighted assistants, given the potential benefts they would receive. 

The code will be publicly available on the following link https://github.com/chestnutforestlabo/ 
Snap-and-Nav. 

2 RELATED WORK 

2.1 Assistance Systems Using Prebuilt Digital Maps 
To provide blind people with an advanced understanding of the environment and routes, systems 
have been proposed that leverage tactile maps [38, 45, 50] or virtual environments [17, 23]. In 
particular, one common solution for navigating blind people to a destination in buildings was 
to use a prebuilt digital map of the building with infrastructures for localization. For example, 
such systems would utilize localization methods that would rely on Bluetooth Low Energy (BLE) 
beacons [4, 16, 26, 37, 46], visual features [29, 55], magnetic signatures [15] or radio frequency 
identifer (RFID) tags [41]. However, they are not available in every building, as they usually require 
additional prebuilt digital maps and infrastructure for localization, which needs cumbersome 
preparation and maintenance. In contrast, our proposal is to analyze the layout of the building 
from foor maps commonly found at entrances, ofering a more cost-efective solution. 

2.2 Navigation Systems without Maps 
Systems that aim to navigate blind users to their destinations without needing prebuilt digital maps 
have also been proposed. Since these systems do not have prebuilt digital maps, they primarily 
depend on real-time sensing and route information sourced externally, such as prior route knowl-
edge from blind people [30, 31] or route descriptions by sighted people [27, 28, 43]. In particular, 
route descriptions have been utilized to navigate blind users in unfamiliar environments, such 
as ones described by experimenter [27, 43] or sighted people [28]. However, the usage of routes 
described by the sighted people leads to three major limitations. Firstly, route descriptions provided 
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by sighted people may be inaccurate, which may lead blind users to reach the wrong destinations. 
Secondly, blind users need to ask for descriptions of routes multiple times when they have to 
travel to multiple destinations, leading to less independence for blind people. Finally, users need 
to remember described routes, which can potentially cause navigational errors, particularly in 
lengthy routes, due to mistakes in memorization. Thus, we aim to utilize an image of foor maps 
instead of route descriptions from sighted people as an external knowledge of the system without 
prebuilt digital maps. This approach could potentially overcome three limitations by providing 
more accurate information than routes described by sighted passersby, navigating to multiple 
destinations by referring to the analyzed map, and eliminating the need for users to memorize 
route descriptions. 

2.3 System Using Indoor Floor Map Analysis 
Researchers have proposed various methods for creating navigation routes with edges and nodes 
from foorplans of buildings [6, 14, 33, 40, 47, 54]. While foorplans accurately represent a foor’s 
structure, these are not often available for public usage, which impedes assistance systems from 
using them for navigation purposes. Prior research proposed analysis systems for foor maps 
(i.e., ones found on information boards in shopping malls or at entrances of buildings) to extract 
walkable areas [22] or localize the user’s position in shopping malls [51]. Following previous 
research, we prototype a method to analyze foor maps, but for navigation purposes for blind 
people. To provide turn-by-turn navigation instructions, the system extracts information such as 
intersections, destinations, and their connections and generates a node map. 

3 SYSTEM DESIGN 

The proposed system, Snap&Nav, has a map analysis module and a navigation module (Fig. 1). 
The map analysis module is aimed to be used by a sighted assistant, by having a blind user ask 
sighted people to use this module. Then, based on the analyzed map, blind users could select the 
destination and navigate using the navigation module. The system is designed to acquire the route 
to destinations from a foor map, which is commonly available in buildings. Thus, the advantage of 
this design is that it has the potential to be used in various buildings that have foor maps, without 
any preparation. To realize the design described above, we implemented the system on the iPhone 
12 Pro, which is a smartphone equipped with a LiDAR sensor. 

3.1 Map Analysis Module 

To provide blind users with turn-by-turn navigation instructions, this module in the system creates 
a node map consisting of information of intersections, destinations, and the position and orientation 
of a blind user. Users of this module are sighted assistants (Fig. 1). As they are expected to be 
asked to use the system on the frst view, the interface of the system must be used without any 
prior tutorial. Thus, we design the map analysis module to provide voice instructions to sighted 
assistants. Firstly, the system instructs sighted assistants to capture the foor map image. Then, 
sighted assistants are asked to annotate blind users’ position and orientation in the captured image 
by interacting with the system, as it is not always apparent in all foor maps. Then, the system 
processes the captured image to extract a node map consisting of the positions of intersections, 
destinations, and the blind user’s position with their connections. Finally, the system asks sighted 
assistants to determine whether the connections in the node map match the information in the 
foor map. They can compare the node map displayed on the smartphone screen with the foor map. 
If they determine that the generated node map is not sufcient, they capture and annotate it again. 
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Fig. 2. The figure showing how sighted assistants and blind users use the system. 

3.2 Navigation Module 

Firstly, blind users can select the desired destination from the list of extracted destination nodes. 
Once the destination is selected, the system plans a path from the current user’s node (Fig. 1). To 
provide turn-by-turn instructions, the system tracks the user’s position on the node map (i.e., which 
nodes or connections users are in) by using the intersection detection algorithm to verify the shape 
of their current intersection and match it with the intersection nodes on the node map. To guide 
users to their destination, it’s essential for the system to convey the distance they need to proceed 
from the fnal intersection. Therefore, the system calculates the scale diference between the node 
map and the real world by comparing the distance between two nodes in pixel space to the distance 
between two real-world intersections in meters. Once the scale diference has been obtained, it can 
ofer instructions accompanied by the distance covered after that intersection. 

4 IMPLEMENTATION: MAP ANALYSIS MODULE 

4.1 Interface for Sighted Assistants 
Fig. 2 shows the interface of Snap&Nav. When sighted assistants press the “capture foor map” 
button on the initial screen, the system activates the camera, and with voice feedback, the system 
instructs assistants to capture an image of a foor map so that it is placed in the center with minimum 
lighting (Fig. 2-1). Then, assistants are instructed to annotate the position of blind users. Assistants 
can either tap or drag on the image to specify the position of blind users, at which point a green dot 
appears to indicate their location (Fig. 2-1). When the annotation is completed, assistants can tap a 
button placed on the bottom of the screen to complete the annotation process of the position. Then, 
the system provides voice feedback to instruct assistants in setting the orientation of the blind user 
at any angle by using a swipe gesture on the image. When assistants swipe, a green arrow pointing 
from the green dot will be displayed in the swiped direction (Fig. 2-2). Finally, assistants can tap a 
button on the bottom to complete the whole annotation process. 

The system sends the image to a remote server to apply a map analysis algorithm (Sec. 4.2). After 
the analysis, the system receives and displays the image of the analyzed node map from the server. 
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Fig. 3. The figure showing floor map analysis algorithm 

Assistants can verify if the image is accurately analyzed (Fig. 2-3). If not, assistants can repeat the 
process by pressing the capture image button. 

4.2 Floor Map Analysis Algorithm 

We prototyped a map analysis algorithm. Our algorithm creates a node map, which is a repre-
sentation of a foor where each node corresponds to an intersection or a destination, and the 
connection between each node represents walkable pathways. The node map consists of three 
types of nodes: (1) a user node that represents the initial position and orientation of the blind user, 
(2) an intersection node, and (3) a destination node. Specifcally, the node map will be obtained 
by applying the algorithm described below to an RGB image (resolution of 4032 × 3024) obtained 
by a smartphone camera on a remote processing server with RTX-3060 GPU with 8GB memory 
capacity. 
The red circular and rectangular icon in Fig. 3 represents the user’s location. To prevent the 

icon from afecting the following image processing algorithm, we frst mask out the icon, which 
indicates the user’s position. To do so, we assume that the red color indicates the user’s location 
in this study and mask out colors close to red in the image. Then, the image is binarized, and 
the connected component algorithm is applied to identify connected regions. The largest area, 
which is expected to represent the path or corridor, is extracted (Fig. 3-1). Then, the skeletonization 
algorithm [56] is applied to the extracted path area. After that, Harris corner detection is applied to 
the skeletonized image to identify potential intersection nodes (Fig. 3-2). The connections between 
these nodes are ascertained based on the connections presented in the skeletonized image. To 
eliminate extra intersection nodes that were accidentally detected, we flter out nodes with only 
two connections where the connection angle exceeds 140◦, and get the intersection-only node map 
(Fig. 3-3). Next, to fnd destination nodes in the foor map, optical character recognition (OCR) [24] 
is applied to the original RGB image. As a result, multiple bounding boxes with destinations’ names 
are obtained (Fig. 3-4). The center point of each bounding box is extracted to represent the location 
of each destination, which is then mapped to the nearest connection between nodes in the node 
map. At the same time, the system determines on which side of the path the destinations are located 
(Fig. 3-5). Finally, we map the user node, whose location and direction were annotated by sighted 
assistants, to the closest connection (Fig. 3-6). 
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Fig. 4. Qestions and responses from our study with 20 sighted participants. Responses are rated on a 
seven-point Likert scale. 

5 USER STUDY FOR MAP ANALYSIS MODULE WITH SIGHTED PARTICIPANTS 

We conducted a user study to evaluate the map analysis module with 20 sighted participants (16 
male and four female), aged 22 to 31 years old (mean=23.8 and standard deviation(SD)=2.3). Eighteen 
participants were familiar with the experimental location, and two were unfamiliar. One aim of 
this study was to investigate if sighted assistants could use the system without being accustomed 
to it. This user study was approved by an Institutional Review Board (IRB), and informed consent 
was obtained from every participant before the study. 

5.1 Tasks and Procedure 

We took participants in front of fve diferent foor maps, which are already available in the building. 
Then, we asked them to use the system, assuming they were asked to do so by a blind person. The 
experimenter, who acted as a blind person, stood within three meters of a foor map and faced 
towards it. Before handing the system, we gave concise instructions to capture the foor map image 
and annotate it by following the system’s voice instructions. They were allowed to recapture and 
repeat the annotation until they felt confdent with the generated node map. When participants 
fnished the task, we asked them to return the system to the experimenter. 
The foor map participants frst capture using the system is the most important, as the map 

analysis module is designed for scenarios where sighted assistants are asked to use it by blind 
people. To ensure that each foor map is captured an equal number of times, we randomized the 
order of capturing each foor map, with each foor map being captured frst by diferent participants 
precisely four times. Finally, we interviewed participants with questions on Fig. 4. The whole study 
was recorded and took 30 minutes in total. Participants were compensated with 7$. Below, we refer 
to frst trial as the frst task of foor map capturing and overall trial as the all task of foor map 
capturing. 

5.2 Metrics 
5.2.1 APLS. To evaluate the performance of the map analysis algorithm, we used Average Path 
Length Similarity (APLS) [11], which is a standard metric for evaluating node maps such as ones 
generated from satellite images. The metric assesses the similarity between two node maps by 
comparing diferences in their path lengths. This process involves identifying corresponding nodes 
between the predicted node map and the GT node map. The algorithm calculates the shortest path 
distances between all pairs of corresponding nodes using the Dijkstra algorithm [9], and records 
these path lengths. Subsequently, it computes the ratio of the length diferences between these 
paths. If a corresponding node is absent in the predicted node map, resulting in a missing path, a 
maximum penalty of 1.0 is assigned. The fnal step calculates the sum of the diferences between the 
predicted node map and the GT node map. This sum is then averaged across all nodes and subtracted 
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Fig. 5. Figure showing (A) a floor map image captured by S02, (B) its ground truth node map, and (C) 
generated node maps that contain both intersection and destination nodes. 

from 1 to derive the APLS score. The APLS score ranges from 0 (indicates poor similarity) to 1nÍ  o 
(indicates |� (�,� )−� (� ′  high similarity), and is defned as follows, ,� ′ ) | 

���� = 1 1 −  min 1, where 
� � (�,� )

�(�, �) represents the path length between nodes � and � as computed by the Dijkstra algorithm in 
the node map. This metric is infuenced by the nodes’ topological connectivity and geographical 
positioning, as it is highly penalized when there is an absent connection and primarily measures 
the diferences in path length. 

5.2.2 Task Completion Time (TCT). We measured the task completion time, which is the time to 
capture an image of a foor map and edit the user’s position and orientation. We also defne the 
system process time (SPT), which is the time it takes to send the captured image to the server 
and generate the node map, and confrmation time (CT), which is the time it takes for sighted 
participants to verify if the received node map is correct. 

5.2.3 User Node Accuracy. We measured how accurately participants annotated the position and 
orientation of a blind user. We considered the position of a point to be correctly annotated if it 
was within 227 pixels of the ground truth (GT) location in the original image coordinate space. 
The value of 227 pixels was determined by imitating the minimum button radius of 22 points on 
the screen coordinate space for iOS devices [8]. As the screen width is 390 points for the iPhone 
12 Pro and the image width is 4032 pixels, we calculated the value with the following equation,
4032 22 × 390 ≃  227. We also defned the orientation as the correct orientation if the orientation is 
within 45 degrees from the GT orientation in the captured map. In a building where the system 
may be used, such as our experimental environment, foor maps may be installed on either side 
of the corridor wall. Thus, the orientation of a user standing in front of a foor map can be one of 
the two possible orientations. The system classifes the input user orientation into two categories 
based on which wall of the path the user node is orientated. If the error between the input and the 
annotation is within 90 degrees, the system determines the correct orientation. In this study, 45 
degrees was used as a strict condition. We defned the GT position as the position of the foor map 
and the GT orientation as the side of the wall on which the foor map exists. The experimenter 
manually annotated the GT position and the orientation for the evaluation. 

5.2.4 Subjective Ratings. We asked seven-point Likert-scale questions as shown in Fig. 4. The 
questions were designed based on the system usability scale (SUS) [3] questionnaire. To ft within 
the time constraints of the study, we selected relevant questions from the SUS questionnaire, 
minimizing the total number of questions. 
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Table 1. Evaluation of the map analysis algorithm and participants’ performance: Average Path Length 
Similarity APLS [11], task completion time (TCT), user node accuracy, and average number of recaptures 
per trial. For TCT, we report for overall time, system process time (SPT), and confirmation time (CT). We 
evaluated each metric for the first Trial and the overall trial. 

APLS [11] 
Intersection 

Task Completion Time 
(Mean±SD [Seconds]) User Node Accuracy 

Number of 
Recaptures 

& Destination Overall SPT CT Location Direction per trial 

First Trial 0.57 88.62±35.41 6.54±4.20 20.27±14.93 0.95 0.85 0.35±1.11 
Overall Trials 0.56 62.92±28.40 6.42±3.06 14.91±12.68 0.99 0.95 0.21±0.60 

5.3 Result 
5.3.1 APLS. Tab. 1 reports the average APLS of the generated node maps. The values did not difer 
between their frst and overall trials, indicating how sighted participants captured images did not 
difer before and after getting accustomed to the system. In Fig. 5, we provide an example of a 
captured image and its corresponding generated node map with its APLS. The average APLS value 
was 0.57 in the First Trial and 0.56 in the Overall Trial. The APLS values, which are close to 0.5, can 
be attributed to the misdetections of some nodes and deviations in node mappings, as illustrated 
in Fig. 3-5. For instance, some nodes at the ends of corridors were missing because our algorithm 
mainly extracts intersection nodes with corner detection, and thus, corridor ends were not detected. 
Furthermore, while the algorithm successfully captured the overall structure of the node map, 
slight deviations in node placement from their actual positions were noted. These deviations also 
led to a decrease in APLS values. 

5.3.2 Task Completion Time (TCT). Tab. 1 shows the mean and SD of TCT. The mean value of the 
overall trial decreased compared to that of the overall TCT and CT of their frst trial. Tab. 1 also 
shows the results of system process time (SPT) and confrmation time (CT) involved in overall TCT. 
The maximum CT was 63.94 seconds by S06. 

5.3.3 User Node Accuracy. Tab. 1 shows the ratio of this metric. Generally, all participants were 
able to set the user’s position correctly. On the other hand, three participants mistakenly set the 
orientation as they thought they were asked to set the orientation the blind person would be 
heading. 

5.3.4 Number of Recaptures. Tab. 1 reports the mean and SD of the number of recaptures per 
trial. Seventeen participants fnished the task without recapturing the foor map in their frst trial. 
In overall trials, ten participants recaptured foor map images. Seven recaptures occurred in the 
frst trials, and 21 occurred in the overall trials. Out of the ten participants, S18 showed the most 
confusion in their frst trial. Firstly, S18 captured a foor map from a distance because S18 thought 
it was important to remove the light refection. It caused the foor map in the image to be small. 
Thus, the system was not able to generate the appropriate map. As S18 thought that the cause of 
the failure was light refections, S18 repeatedly captured the foor map in the same manner. 

5.3.5 Subjective Ratings. Fig. 4 shows the results of seven-point Likert-scale questions. For all 
questions (Q1–Q6), more than 17 participants gave positive scores (greater than 5). While all of 
them felt that they were able to set the position of the blind user (Q4), S03 and S19 felt that they 
were unable to set the orientation easily (they scored 3 points in Q5). 

5.3.6 Qalitative Feedback. Aligned with the result in Q6, all participants stated that they are 
willing to use the system when asked by blind people, as it ofers reliable assistance than explaining 
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Fig. 6. Figure showing how the system detects intersections and how the system estimates the scale diference 
of the node map with the real world. The displayed 2D occupancy grid map on the lef panel is the actual 
grid map captured by the system. 

routes or guiding them: C1:“ It isn’t easy to know if the route description is conveyed correctly. If the 
destination is far away, it takes time to convey the information, and I am also concerned about whether 
the information I provided is accurate. On the other hand, the system ofers easy assistance just by 
capturing foor map images. And it doesn’t take much time.” (S06) Also, S20 commented, assuming 
the scenario guiding a blind person. C2:“ I found it relatively easier than walking with them and 
guiding them to their destination. For example, when a blind person’s destination is the exact opposite 
of the direction I want to go, or when the distance is very long, or when there is not much time available, 
I feel that this kind of application can reduce the burden on the person providing guidance.” (S20) 

We also received negative feedback. Three out of twenty participants made errors in annotating 
the orientations of the blind user in their frst trial. In this regard, six participants pointed out the 
ambiguity of the explanation for the orientation. C3:“ As for the orientation, I wasn’t sure if I should 
input the direction the blind person was facing or the direction of the pathway.” (S14) Eight participants 
also commented about the difculty of checking the node maps generated by the system. C4:“ In 
the case of a complex map, it would take a lot of time and efort to check if it is accurate. ” (S01) and, 
C5:“ The defnition of whether the node map is good or not was not clearly stated. ... I thought it would 
be easier to check if the items to be checked were clearly indicated, for example, whether the room 
nodes are properly taken and whether the intersections are in place.” (S10) 

6 IMPLEMTATION: NAVIGATION MODULE 

6.1 Destination Selection and Path Planning 

Firstly, the system lets a blind user select a destination on the node map from a list of destinations 
extracted in the foor map analysis (Fig. 2-4) by using VoiceOver, the built-in screen reader on iOS. 
Then, the system employs Dykstra’s algorithm [9] to plan a path from the current position, which 
is initially set to the user node, to the selected destination. 

6.2 Tracking Users Position Using Intersection Detection and Node Map 

6.2.1 Intersection Detection and Confirmation. We use the intersection detection and intersection 
confrmation algorithm, which utilizes a method used in the previous work [30]. The system 
generates a 2D occupancy grid map (i.e., LiDAR Map) of the surrounding environment using the 
smartphone’s LiDAR sensor and employs the YOLOv7 object detection model [49] to identify 
intersections, where the position of the bounding box indicates the location of the intersection and 
the label specifes its shape. Nine distinct intersection shapes, composed of combinations of the 
words Left, Right, Front, and Back, can be recognized (e.g., Intersection on Fig. 6–1 indicate “Left, 
Front, Back”). 
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When an intersection has an uneven structure like an alcove, the system may mislabel it. Thus, 
the system checks the LiDAR map to confrm the shape of intersections by verifying whether 
each side bounding box contains a sufcient amount of walkable area [30]. If the criteria for a 
specifc direction are met, the system confrms that the intersection leads in that direction. Users 
are instructed to scan specifc directions in intersections to ensure the necessary features appear in 
the LiDAR map (Fig. 6–2). 

6.2.2 Tracking Users Position. The system navigates the blind user to the destination by tracking 
their position on the node map. Every time the user reaches a detected intersection, the system 
compares the shape of the detected intersection with the shape of the next intersection in the 
planned path. The system calculates the direction of the paths, i.e., the angle relative to the heading 
direction, in the node map and that of the detected intersection and compares them. If the error of 
these angles is within 40 degrees, the system determines that the intersections are matched, and 
the system updates their position on the node map and announces the next instruction. 

6.3 Scale Estimation of Node Map 

The system calculates the scale diference between the node map and the real world to convey 
users the distance they have to proceed once they have reached the frst intersection. Every time 
the system passes an intersection, it calculates the distance d between the previous intersection in 
real-world scale and calculates the diference scale by � ����� = ′ , where d’ denotes the distance 
between

�

 two intersections in the node map in pixel space coordinates. The system could calculate 
the distance to walk by multiplying the calculated scale by the length of sides in the node map. 

6.4 Voice Feedback while Navigation 

We designed our voice feedback that provides instructions on which direction to turn and the 
distance to proceed. While there are various types of voice feedback, including clock position 
instructions for tasks of lining up in a queue [29], simplifed instruction to turn right or turn left for 
navigation[12, 13, 46, 55], and slight turn instructions (between 30 and 60 degrees) [19], we refer to 
the work by Kuribayashi et al. [28, 30], as they also convey intersection information in their task. 
First, the system instructs users which way to proceed, along with the direction to proceed to 

the next intersection (e.g., “Face right, proceed forward, and turn left in the next intersection” ). Note 
that the initial direction for blind users to face (e.g., “Face right” ) is computed from the annotated 
orientation of a sighted assistant. When users have arrived at an intersection, the system instructs 
users to scan the intersection (e.g., “You have arrived at an intersection. Scan left and right for 
confrmation.” ). If the scanned shape of the intersection is the same as the one users have to be at, 
the system instructs users to turn (e.g., “You are at an intersection to turn. Turn right” ). When the 
users have turned, the system provides users with the distance to proceed, along with the next 
direction turn. (e.g., “Proceed for 11 meters and face left.”” ) Note at this point, as the system has 
already calculated the scale diference between the node map and real world, it could convey how 
much distance users should proceed. Finally, when users have arrived at the destination, the system 
notifes them of the way the destination is. (e.g., “Face left. You have arrived at the destination.” ) 
The system could provide instructions in real time as the whole process in the navigation module 
operates ten times per second. 

7 USER STUDY FOR NAVIGATION MODULE WITH BLIND PARTICIPANTS 

To evaluate the navigation module of the Snap&Nav, we performed a user study in our university 
building with 12 blind participants. Specifcally, the user study was conducted to compare the 
system and their navigation scenario where blind people use a white cane and walk based on the 
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Fig. 7. Routes used in the user study with blind people. 

route described by sighted people. Tab. 2 shows the demographic information of the participants. 
All participants are totally blind and use a white cane in their daily lives. While three participants 
had visited the experimental environment, they had no experience navigating the routes used in 
this user study. This user study was approved by the university’s IRB, and informed consent was 
obtained from every participant. 

7.1 Tasks and Conditions 
The task of the study was to navigate several routes, each with three predefned destinations. 
Specifcally, we prepared three routes, Route 1, Route 2, and Route 3, whose lengths were 122 m, 
116 m, and 106 m, respectively (Fig. 7). To mimic the scenario of moving to multiple destinations in 
an unfamiliar building, each route had three sub-routes, for example, Route 1 consists of Route 1-1, 
Route 1-2, and Route 1-3. For each route, they were asked to navigate sub-routes one by one and 
speak out to the experimenter when they reached the destination. 
For comparison, we prepared two conditions, system-aided condition, and cane-only condition. 

Participants walked each route under two conditions, completing a total of six walks. In the system-
aided condition, participants held their cane in their right hand and the system in their left hand. 
The experimenter, who acted as a sighted assistant, handed the smartphone equipped with the 
system in front of the foor map, assuming the situation of seeking an assistant to the sighted 
person and capturing the foor map has already been completed. Then, participants walked three 
sub-routes within a single route independently using the system. This assumption was explained 
to the participants prior to the task. To focus on the evaluation navigation aspects, the system used 
two node maps with a high value of APLS obtained in the user study with sighted participants. The 
APLS value of the node map used in Route 1 was 0.63, and the value of the node map used in Route 
2 and 3 was 0.59. In the cane-only condition, participants only had their cane. The experimenter 
provided a description of each sub-route at each starting point of sub-route. (i.e., descriptions 
were given three times per route) When participants believed they had arrived at their destination, 
they verbally indicated their arrival to the experimenter. The descriptions of the route consisted 
of an accurate number of turns and distances they had to walk. They were allowed to ask the 
experimenter for the route. In such a case, the experimenter would explain the route from their 
current position to destinations. 

7.2 Procedure 

We frst explained the purpose of the study and conducted 20 minutes interview asking about their 
demographic information and daily experience when navigating unfamiliar buildings. We then 
introduced the proposed system and participants practiced using the system in a test area for 30 
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minutes to get familiar with the system. For the training session, participants navigated through 
fve pre-determined routes using the system. Some participants navigated an additional route if they 
needed to familiarize themselves more with the system. Then, participants were asked to conduct 
the main task. In order to counterbalance potential order efects, participants systematically rotated 
through the experimental conditions. For the frst half of the participants, the progression began 
with Route 1 with the system-aided condition, and subsequently alternated conditions with each 
successive route (e.g., B01 walked Route 1 with system-aided, then Route 2 with cane-only, Route 3 
with system-aided, Route 1 with cane-only, Route 2 with system-aided, Route 3 with cane-only). The 
second participant in this group started with Route 2 with the cane-only condition, maintaining the 
alternating route and condition order. The translation of the route and condition was maintained 
until the sixth participant. For the latter half, this order was reversed (e.g., Route 3 with cane-only, 
Route 2 with system-aided, Route 1 with cane-only, and so on). Finally, after the main task, we 
conducted a post-interview, asking them questions regarding the usability of the system with both 
open-ended questions and questions using Likert scores [3]. The whole study was recorded, and 
the study took approximately 135 minutes. Participants were compensated with 25$ per hour. 

Table 2. Participants’ demographic information and corresponding values for system usability scale (SUS) 
score. 

ID Age Gender Total Blindness Smartphone Usage SUS 
B01 58 Male 18 years 8 years 92.5 
B02 37 FeMale 23 years 9 years 95 
B03 31 Male 21 years 10 years 90 
B04 50 Female 13 years 13 years 92.5 
B05 28 Male 14 years 9 years 95 
B06 55 Female 51 years 12 years 92.5 
B07 48 Male 8 years 7 years 77.5 
B08 50 Female 5 years 5 years 87.5 
B09 38 Female 37 years 6 years 75 
B10 48 Female 45 years 10 years 100 
B11 50 Female 15 years 10 years 70 
B12 57 Male 3 years 20 years 72.5 

7.3 Metrics 
7.3.1 Task Completion Time (TCT). We measured task completion time, which is the time to 
complete routes. Task completion time was recorded both for the time they travel the whole route 
and the time they travel from one destination to another. A timer was started when participants 
started navigating and was stopped when they stated their arrival at the destination. We also 
measured the time participants scanned at each intersection, by observing the recorded video. 

7.3.2 Distance to Destination Area. Our system is designed to ofer turn-by-turn navigation in-
structions to reach a destination, which in this study’s context, is a specifc area. It is not our goal to 
provide last-few-meters guidance, such as guiding users to the exact entrance of the room [13, 44]. 
Thus, to evaluate the accuracy of our navigation system, we measured the distance between the 
point where participants stated their arrival and the destination area where the rooms are located. 
If participants stopped within the width of the rooms, we considered this metric as zero. However, 
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if they walked past the destination area, we measured the distance from the end of the room to 
where they stopped. 

7.3.3 Subjective Rating. We conducted subjective ratings to quantitatively assess the usability of 
the system (Fig. 9). As illustrated in Fig. 9, we evaluated confdence and cognitive load for each 
functionality by comparing system-aided and cane-only conditions. Additionally, we assessed ease 
of understanding, usefulness, and appropriateness for the system-aided conditions. To design the 
questionnaire, we referred to the question presented in the previous research [18, 26, 28, 34, 35]. 
We note that while some questions for the cognitive load can be measured using the NASA-TLX 
questionnaire [21], we adopted the aforementioned design method to minimize the total number of 
questions and ft within the time constraints of the study. 

8 RESULTS 

8.1 Overall Performance 

8.1.1 Task Completion Time. Fig. 8–A shows the mean and 95% confdence interval (CI) for task 
completion time for each sub-route. We conducted the Shapiro-Wilk test for the normality of TCT 
for nine sub-routes. Out of nine sub-routes, normality was not confrmed for three sub-routes. Thus, 
we used the nonparametric test, the Wilcoxon signed-rank test, to compare the metric between 
system-aided and cane-only conditions. We compared TCT for two conditions using the Wilcoxon 
signed-rank test and revealed that the system-aided condition signifcantly took a longer time for 
Route 2-1 and Route 3-3 and a shorter time for Route 2-3 (� < .05 for all Route 2-1, 2-3, and 3-3), 
compared to the cane-only condition. In the cane-only condition, some participants had difculty 
fnding intersections and destinations and sometimes got lost. B04 got lost in Route 1-3, and B09 and 
B10 got lost in Route 2-2, resulting in the cane-only condition having larger confdence intervals 
for task completion time for these routes. Also, Tab. 3 reports the average scanning time in each 
sub-route. 

8.1.2 Distance to Destination Area. Fig. 8–B shows the result of this metric. We conducted the 
Shapiro-Wilk test on this metric for nine sub-routes. Out of nine sub-routes, normality was not 
confrmed for eight sub-routes. Thus, we used the nonparametric test, the Wilcoxon signed-rank test, 
to compare the metric between system-aided and cane-only conditions. There were no signifcant 
diferences for all routes except Route 3-2 (� < .05). This is because some participants had no 
diference in this value, zero, regardless of a condition. Still, the Figure shows that the system-aided 
condition produced generally smaller mean values and confdence intervals than the cane-only 
condition. This can be attributed to the system’s ability to guide participants within the destination 
area and prevent them from making signifcant navigation errors. In the cane-only condition, while 
we provided accurate distances in the route description, seven participants made more than three 
meters of navigation errors. For example, B04 arrived 9.6 meters, and B08 arrived 7.6 meters away 
from the destination. 

8.1.3 Number of Times Asked for Route Description and Subjective Rating. Tab. 3 shows the average 
number of times participants asked for route descriptions. Participants did not ask for the route 
descriptions in the system-aided condition. 
Fig. 9 shows the results of subjective ratings. We performed the statistical analysis using the 

Wilcoxon signed-rank test for Q1–Q6 and observed signifcance for all questions, indicating that 
the system-aided condition was rated higher than the cane-only condition (� < 0.05 for all Q1–Q6). 
Moreover, all participants gave positive scores (greater than 5) to our system for Q7, Q9–Q11. For 
the ability to tell the shape of intersections (Q8), most participants except B03 and B11 gave positive 
scores. Also, Tab. 2 shows the SUS scores. 
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Fig. 8. Bar graph showing the distribution of task completion time and distance to destination area for each 
sub-routes. 

Fig. 9. Qestions and seven-point Likert scale responses from our study with blind participants. Responses 
marked with * indicate � < .05 and ** indicate � < .01 significant diference between the systems when 
applying the Wilcoxon sign rank test . 

8.2 Qalitative Feedback 

Compared to their usual strategy of navigating unfamiliar buildings, ten participants appreciated 
the system’s design, which involves the capturing process of a foor map image by sighted assistants, 
as it may enable them to navigate to multiple destinations independently: C6:“ (Route description 
by sighted people is) fne if all you have to do is go to the room. However, you may need to leave 
the room and move around the building. In such cases, if I have a picture of a foor map taken by a 
sighted assistant, I may be able to move around independently. I think it is a good idea because we can 
reduce various costs just by having the photos taken.” (B10) and, C7:“ Asking where I want to go in the 
frst place is, of course, hard and stressful, but in the end, I catch people again and ask, ’Where is the 
entrance?’ is also stressful. This system does not require that, so it is good that I don’t have to ask for 
help all the time.” (B03) In addition, regarding their cognitive load, participants appreciated that 
they did not have to remember the route to their destination: C8:“ For example, I can remember 
an explanation of just going straight and turning right, but I can’t remember if there is some further 
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Table 3. Route features and results of Average Times Asked for Route Description and Average Scanning 
Time at each intersection 

Number of 
Intersecitons 

Length of Route 
[Meters] 

Average Times 
Asked per Route 

Average Scan Time 
Per Intersection 

[Seconds] 

Route 1 
1-1 
1-2 
1-3 

1 
2 
2 

32 
35 
55 

0.75 
0.67 
1.00 

4.56 
5.38 
6.14 

Route 2 
2-1 
2-2 
2-3 

1 
4 
2 

16 
64 
36 

0.67 
2.33 
1.00 

6.84 
4.47 
3.68 

Route 3 
3-1 
3-2 
3-3 

1 
2 
2 

12 
54 
40 

0.25 
1.00 
0.67 

5.50 
4.90 
4.17 

explanation. The system was very good because I didn’t have to remember, and I could leave it to the 
system to guide me.” (B08) 

On the other hand, B06 and B09 disagreed with the design that required them to ask the sighted 
people to capture the foor map. B06 and B09, as well as B07, expressed concern about handing 
their smartphones to others: C9:“ My iPhone is really precious to me, so I honestly don’t like asking 
someone I don’t know to take a picture with it.” (B06) B09 and four other participants (B01, B07, B08, 
and B11) also expressed concern about relying on sighted people who did not know when using 
the system: C10:“ I think getting assistance from sighted strangers easily is a challenge in this system. 
(When I talk to strangers) I don’t know who we are talking to or what kind of people we are talking to.” 
(B09) 

Many participants appreciated the ability to tell distance. C11:“ The system told me when I arrived, 
"Please face the right" or "Please face left." So, I felt the distance was right. With a white cane, thinking 
about how many meters I have gone, I walk 1m, 2m, 3m, 4m...and so on. I can only walk with the 
feeling that this would be about 8 meters. Thinking about meters is extremely tiring because I’m using 
my nerves to walk.” (B04) Related to Q3, Q4, Q7, and Q8, ten participants provided a score above 4, 
commenting positively on the function of notifying them of the information on intersections. C12:“ 
Usually, I am unsure where intersections are, so I have to follow the wall to fnd the edge of the wall. 
Intersections are scary for those who cannot see. So I was impressed that the system told me the exact 
location of the intersection.” (B08) In particular, ten participants provided positive feedback towards 
systems feedback, conveying the shape and directions of intersections. An example of the feedback 
to this feedback was: C13:“ Using a cane, I cannot determine if this is truly an intersection or just a 
hollow part of the wall. If the system knows that we are at an intersection, it tells me to “go to left”, 
and then I can understand that I need to turn left without verifying with my cane.” (B12) 

9 DISCUSSION 

9.1 Acceptance of Snap&Nav 

Throughout the study with sighted participants, most of them were able to use the system without 
being accustomed to the system, and appreciated that the system eliminates the need to explain 
routes (C1) and the need to guide blind people to their destination (C2). Crucially, all participants 
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answered they were willing to use the system when asked by blind people (Q6 in Fig. 4), implying 
that our design involving sighted assistants may be appreciated. 
Throughout the study with blind people, participants appreciated that they were able to navi-

gate independently in the unfamiliar building compared to their daily experiences. Usually, blind 
people have to ask others multiple times to navigate multiple destinations (C7) and memorize the 
description of the route by sighted people (C8). In contrast, the design of our system allows them 
to independently navigate to multiple destinations within a foor once a foor map image has been 
obtained without memorizing the description of the route. Therefore, with the proposed system, 
participants were able to complete all tasks without asking for a route (Sec. 8.1.3). Furthermore, 
although the system required users to scan at every intersection, adding roughly fve seconds to 
the process, they were satisfed with the overall experience the system provided (Fig. 9). Most 
importantly, ten participants expressed that the total benefts of the system outweigh the inconve-
nience of asking for assistance with image capturing once before the navigation (C6), indicating the 
potential acceptance of the design the system, which involves sighted people in the intermediate 
step, by blind people. 

While recent research has primarily aimed at reducing user efort in navigation systems through 
automation [4, 16, 26, 37, 46], our approach emphasizes interaction with sighted assistants and the 
system. We achieve map and sensor infrastructure (e.g., BLE beacons) less solutions by engaging 
sighted people in acquiring foor map images and blind users in scanning environments at inter-
sections. Although this approach might initially cause reluctance among both sighted assistants 
and blind users, our experimental results demonstrate its potential acceptance by both groups. 
However, we note that future solutions may adopt an approach from Teng et al. [48], which would 
seamlessly connect blind users to nearby sighted assistance. Overall, by employing a design that 
involves assistance from sighted people and scanning interaction from blind users, we achieve the 
frst step towards scalable and map-less navigation for blind people in potentially diverse buildings. 

9.2 User Experience of Map Analysis Module 

Sighted participants were able to use the map analysis module without being accustomed to 
it. Following the system’s voice instructions, participants were able to capture foor maps that 
appeared wide in the image with minimum lighting, resulting in a node map with minimum errors, 
as illustrated in Fig. 5. On their frst trials, they were able to complete the task with an average 
time of 88.62 seconds and felt they were able to use the system easily (Q1–2 in Fig. 4). Out of 100 
overall trials, most participants successfully annotated position and orientation, with only one 
position error and fve orientation errors. The sighted participants agreed that they were willing to 
use the system when asked by blind people (Q6 in Fig. 4). Meanwhile, we observed concerns from 
participants. One major concern was the difculty in determining whether node maps can be used 
for navigation (C4 and C5). After generating a node map, the system instructs the user to check 
the node map, but it did not instruct what specifcally should be checked. Therefore, the future 
system should display the criteria to be checked, such as the correctness of the locations of nodes 
and their connections. 

9.3 User Experience of Navigation Module 

Using the system, blind participants were able to arrive closer to their destinations with increased 
confdence and reduced cognitive load, without afecting the task completion time. While in the 
system-aided condition, it took time to scan at intersections (Tab. 3), in the cane-only condition, 
it also took time for participants to complete the task for reasons such as the difculty in fnding 
intersections and destinations (Sec. 8.1.1). As a result, we did not observe signifcant diferences for 
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all routes between the TCT of the system-aided condition and the cane-only condition (Fig. 8). This 
indicates that the participants mostly maintained their usual walking speed while using the system 
for navigation. The distance to the destination area of the system-aided condition was less than one 
meter on average, and its confdence intervals were smaller compared to the cane-only condition 
(Fig. 8). It indicated the system navigated participants to the destination with small errors. In 
addition, we gave accurate route descriptions with precise numbers for distances and intersections 
in the user study. However, the route description given by sighted people is often inaccurate, for 
example, containing wrong distances [28]. In such cases, participants may not be able to navigate 
to destinations accurately. In the future, we believe the system can be made more practical by 
introducing mechanisms to solve the last-one-meter problem (e.g., sign detection [1, 5, 44]). 
Furthermore, the system enabled participants to navigate with more confdence and lower 

cognitive load (Q1–6 of Fig. 9), which is due to two functionalities: announcement of the existence 
of an intersection, and announcement of distances. All participants provided feedback that the 
system’s announcement of distances via scale estimation (Sec. 6.3) and announcement of the 
entrance of an intersection via intersection detection (Sec. 6.2.1) helped reduce their cognitive 
load, as they no longer had to keep track of how far they had walked (C11) and struggle fnding 
intersections (C12). While we designed simple voice feedback to convey the shape of intersections 
or directions to turn, ten participants appreciated it (C13). Considering the above, we conclude that 
the system enhanced their navigation experience to the destination. 

9.4 Concern of Dependence on Sighted Assistants 
While the system design was appreciated by blind users, several considerations need to be made 
for the design of the system. Two participants disagreed with the design of the system, which 
incorporates sighted assistants’ help in the system usage fow. They were concerned that they had 
to ask sighted people to capture a foor map image. One of them mentioned that they would not 
like to hand their smartphone to others as it is expensive and precious to them (C9), and the other 
expressed concern about relying on strangers (C10). To address the frst concern, we may adopt a 
design to have sighted assistants capture foor map image with their own smartphone and send it 
to blind users’ devices (e.g., via Airdrop[2]). To address the second concern, an alternative strategy 
could involve blind users scanning the environment while the system attempts to localize itself 
from the information acquired through it. The system may analyze features such as the shapes of 
intersections or the names of stores on signage [52]. Such information could serve as landmarks, 
allowing us to refne and apply localization techniques previously established in research [7]. 

9.5 Limitation and Future Work 

This user study design and the system had several limitations. Firstly, the study was conducted only 
in our university building. In real world settings, there are obstacles, which the current system does 
not handle. For more practical usage, we aim to incorporate obstacle avoidance methods proposed 
in the previous work for smartphones [30, 42] and evaluate the usability. Also, the experimental 
location contained only simple 90-degree turns. However, in real world environments, there may be 
complex-shaped intersections, such as those with large open spaces or Y-shapes, which the current 
system is unable to detect. To achieve this, we can modify the intersection detection method used in 
more practical settings with robots [28, 53], and integrate it into our smartphone-based system. The 
optimal feedback method for complex-shaped intersections may difer from the straightforward 
instructions we used in this study (e.g., “left” and “right”) Therefore, we aim to explore these feedback 
methods further by conducting a user study in real-world buildings. The foor map analysis module 
also does not handle users’ orientation in large open spaces. While detailed orientations are required 
in such spaces, the system only classifes the input user orientation into two orientations, which in 
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this study used the threshold of 45 degrees to evaluate. The system, however, can still incorporate 
orientations annotated by sighted assistants, as it allows sighted assistants to annotate precisely. 
Moreover, the system could utilize the localization method described in Section 9.4 for localizing 
and ensuring precise orientation. 
The performance of foor map analysis is the core element of this system. We prototyped the 

foor map analysis algorithm and evaluated it with fve foor maps in the experimental location, 
as the main focus of our study was on validating the system design, not the accuracy of general 
foor maps. The foor map analysis algorithm involved certain assumptions. First, the red region 
was assumed to represent the current location. Second, the largest area identifed by the connected 
component algorithm was assumed to represent the path area of the foor map. However, when 
considering the practical usage in the real world, the foor map analysis algorithm needs to be 
more generalized and evaluated on other foor maps. For future work, we aim to develop a more 
generalized algorithm. In addition, the system assumed that the scale of the captured foor map was 
the same over the entire image. The scale of foor maps may not always be accurately presented. 
Thus, the algorithm also needs to take into account scale diferences for real world deployment. 

Finally, there were limitations in the participant recruitment. In the frst user study with sighted 
participants, the average age of the participants was 23.8, and the maximum age was 31. In addition, 
18 of the 20 sighted assistants were familiar with the building. Therefore, it is unclear how other 
generations and people unfamiliar with the building would evaluate the system’s usability. Thus, 
we aim to conduct the study with a broader age range in the future. In the second user study 
with blind participants, three participants had previously visited the experimental location for the 
previous study. Thus, the three participants may have had a bias, such as positive impressions of 
the study. 

10 CONCLUSION 

This paper proposes Snap&Nav, a system that navigates blind people based on the analyzed foor 
map images captured by sighted people. Our study with 20 sighted participants revealed that they 
could use the system without being accustomed to the system, and all of them were generally 
willing to use the system when asked by blind people. The second user study was 12 blind people 
navigating in an unfamiliar building. The results indicated that Snap&Nav increased confdence 
and reduced cognitive load, without afecting the task completion time. Additionally, ten blind 
participants felt that the system design, which involves sighted assistants, was acceptable, as they 
felt that the beneft it would provide would outweigh the inconvenience of asking for assistance. 
For future work, we aim to further generalize and evaluate the foor map analysis algorithm. 
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